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This paper presents the continued work of a previously proposed ANFIS (Adaptive 
Neuro-Fuzzy b z z y  Inference System) architecture with emphasis on the applica- 
tions to dynamic system identification. We demonstrate the use of ANFIS for the 
hair dryer modeling problem and compare its performance with the ARX model. 

1 Introduction 

System identificatiod is the process of constructing a model to predict the 
behavior of a target system. Conventional system identification techniques are 
mostly based on linear models with fast computation and rigorous mathemat- 
ical support. On the other hand, neuro-fuzzy modeling represents nonlinear 
identification techniques that require massive computation but without math- 
ematical proofs of convergence to global minimaor the like. This paper applies 
two representative approaches (ANFIS and ARX) from both disciplines and 
compare their performance on a classic system identification problem of hair 
dryer modeling!. 

This paper is organized into five sections. In the next section, the basics 
of ANFIS are briefly introduced. Section 3 explains the problem of hair dryer 
modeling and how to use the ARX model to find a linear model. Section 4 
exhibits the use of ANFIS for the same problem and compare the results with 
the ARX model. Section 5 gives concluding remarks. 

2 ANFIS 

A first-order Sugeno fuzzy inference system? with two fuzzy rules can be ex- 
pressed as 

Rule 1: If X is AI and Y is B1, then fl = p l z  + q1y + TI, 
Rule 2: If X is A2 and Y is B2, then fz = pax + qzy + rz. 

Figure l(a) illustrates the fuzzy reasoning mechanism that infers an output 
f from a given input vector [x, y]. Accordingly, we can derive an equivalent 
adaptive networl? representation, call ANFIS? (Adaptive Neuro-Fuzzy Infer- 
ence System), as shown in Figure l(b). Layer 1 computes the membership 
grades; layer 2 combines the membership grades to  form the firing strengths; 
layer 3 normalizes the firing strengths; layer 4 generates the contribution from 
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Figure 1: ( a )  Fuzzy reason ing  m e c h a n i s m ;  ( b )  correspond ing  ANFIS 

each rule; and layer 5 produces the final output. Note that the modifiable 
parameters in layer 1 determine the shapes and positions of membership func- 
tions, and those in layer 4 specify the output linear equation of each rule. Ob- 
viously layer-1 parameters are nonlinear, so we can use the back-propagation 
gradient descent! to  update them. For those linear parameters in layer 4, 
we can apply more efficient least-squares method& to identify them. This is 
the hybrid learning metho8 used in our simulation. In fact, other advanced 
techniques in nonlinear regression such Gauss-Newton method, Levenberg- 
Marquardt method, and the extended Kalman filter algorithm can also be 
applied to  ANFIS directly3 

3 Hair Dryer Modeling and ARX Models 

The system identification problem under consideration is a laboratory device 
called Feedback’s Process Trainer PT326, as described in Chapter 17 of Ljung’s 
seminal bookl on system identification. The device’s function is like a hair 
dryer: air is fanned through a tube and heated at  the inlet. The air temperature 
is measured by a thermocouple at  the outlet. The input u ( k )  is the voltage 
over the a mesh of resistor wires to  heat incoming air. The output y(k) is the 
outlet air temperature. The device is well-behaved: it has reasonably simple 
dynamics with small disturbances, and allows high-precision measurements. 

To proceed system identification on the hair dryer device, first we need 
to collect input-output data pairs. The sampling time is 0.08 second. One 
thousand input-output data points were collected from the process as the input 
was was chosen to  be a binary random signal shifting between 3.41 and 6.41 
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V. The probability of shifting the input at each sample was 0.2. 

a linear model of the form: 
A conventional method is to remove the means from the data and assume 

where a, ( i  = 1 to n,) and b, ( j  = 1 to n b )  are linear parameters to be 
determined by least-squares methods. This structure is called the ARX model’ 
and it is exactly specified by three integers [n,, nb, d ] ,  where n, is equal to the 
number of poles; n b  - 1 is the number of zeros; and d is the pure time-delay in 
the system. Because of the availability of inexpensive and fast CPUs, now we 
can almost do an exhaustive search on the model structure [n,, 126, d] using a 
personal computers. 

To find an ARX model for the hair dryer device, the data set was divided 
into training (k= 1 to 300) and test ( k  = 301 to 600) data sets. We performed 
an exhaustive search on the ARX structure [n,, n b ,  4, where each of the struc- 
ture parameters is allowed to changed from 1 to 10 independently. In other 
words, we constructed 1000 ARX models whose parameters are identified by 
least-squares methods. The best model was selected as the one with the small- 
est test error. This process took about 7 seconds on a Pentium-120 PC with 
32MB RAM, and the best ARX model is [n,,nb,d] = [5,9,2],  with training 
RMSE (root-mean-squared error) 0.1142 and test RMSE 0.07021. Figure 2(a) 
demonstrates the fitting results of the best ARX model, where the mean value 
of the data set is added back to compare to the original signals. 

The ARX model is inherently linear and the most significant advantage 
is that we can perform model structure and parameter identification rapidly. 
The obtained results in Figure 2(a) appear to be satisfactory. However, if a 
better performance is desired, then we have to resort to nonlinear models. In 

performance level by introducing nonlinearity into the model. 
the next section, w e  shall explore the use of ANFIS to see if W P  can push the 

4 ANFIS Models 

To use ANFIS for system identification, the first thing we need to do is input 
selection, i.e., to  determine which variables should be the input arguments to 
the ANFIS model. Once the input arguments are fixed, then we can specify 
the ANFIS model structure, such as the style for input space partitioning, the 
numbers and types of membership functions on each input, and so on. 

For the dryer modeling problem, we can partition the input candidates 
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Figure 2: Hair d r y e r  m o d e l i n g :  (a) A R X  m o d e l ;  ( b )  ANFIS m o d e l .  

ito two disjoint sets: 

Y = {y(k - 11, ~ ( k  - 2 ) ,  y(k - 31, ~ ( k  - 411, { U = { ~ ( k  - l ) , ~ ( k  - 2 ) , ~ ( k  - 3), ~ ( k  - 4), ~ ( k  - 5), ~ ( k  - 6)). 

. heuristic approach to input selection is to treat all the input candidates 
qually and select the best input arguments sequentially based on a greedy 
olicy. That is, first, we construct 10 ANFIS model with single input, and 
dect the one with the smallest training error. Then based on the selected 
iodel, we can add another different input and choose the best one from 9 
,NFIS models with two inputs, and so on. For simplicity, we assume that the 
.NFIS models have grid partitioning and each input has two generalized bell 
iembership functions defined by 

ihere {ai, bi, ci) is the parameter set. Thus the number of fuzzy rules is 2n,  
ihere n is the number of input arguments. Each ANFIS is trained for a sin- 
le epoch, which corresponds to a single application of least-squares methods 
o identify consequent parameters (that specify each rule's output equation). 
Yhen n is 3, we found that the best ANFIS model can outperform the ARX 
node1 already. The error curves for the input selection process is shown in 
pigure 3(a), where the selected input are listed according to the order of de- 
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Figure 3: ANFIS i n p u t  se lec t ion:  ( a )  e x h a u s t i v e  search; ( b )  sequent ia l  search .  

creasing training errors. Other information of the selected ANFIS model is 
shown in the third column of Table 1. 

Another more computation intensive approach is to do an exhaustive 
search on all possible (and reasonable) combinations of the input candidates!. 
From the heuristic search described earlier, it seems that two input arguments 
are too few for ANFIS to get all necessary information. Moreover, since we are 
modeling a dynamical system, it is reasonable to take two inputs from Y and 
one from U to make a total of three inputs to the ANFIS model. This results 
in 36 ANFIS models, each with 8 fuzzy rules. Figure 3(b) show the perfor- 
mance of these 36 ANFIS models (according to the order of increa,sing training 
errors). The best one has a training RMSE of 0.0474 and test RMSE 0.0524. 
This ANFIS model outperforms the ARX model in terms of data fitting, but 
it takes much longer in computation. 

Table 1 summarizes the comparisons among the ARX model and two AN- 
FIS models obtained via heuristic and exhaustive searches. The ANFIS model 
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has 32 linear parameters while the ARX model has only 15 (including the av- 
erage level of the data set). However, the number of fitting parameters is not 
a crucial factor in determining the models’ performance, since we did have an 
ARX model with 40 parameters with worse performance. Instead, the model 
structure is more important - a nonlinear model is required if the system to 
be identified is nonlinear. In the same vein, the number of input arguments is 
not really a crucial factor to a model’s performance. 

Although we list 18 nonlinear parameters under the ANFIS models in 
Table 1, they are not used at all. If we continue the ANFIS training with 
the hybrid learning method, then these 18 nonlinear parameters are utilized to 
refine the ANFIS model. Figure 2(b) demonstrates the performance of ANFIS 
(based on the one obtained via exhaustive search) after 100 epochs of training, 
with training RMSE 0.04645 and test RMSE 0.04795. (Note that these error 
measures are obtained obtained at  the minimal test error, which occurs at  
epoch 30.) 

5 Concluding Remarks 

We have compared the performance of hair dryer modeling using three ap- 
proaches: the ARX model, ANFIS via sequential search, and ANFIS via ex- 
haustive search. It is obvious that the conventional ARX model can achieve 
a good performance in the shortest amount of time. However, to  model non- 
linearity that inherently come with a real-world dynamic system, a nonlinear 
neuro-fuzzy modeling technique such as ANFIS can enhance the performance 
at  the expense of more computation time. 
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