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ABSTRACT
This paper presents a fuzzy system to discriminate speech signals from background. In our previous works, we had developed a method for speech classification. For speech classification, the universe of discourse is divided into two types, and each type is treated as a class. These are background and speech signals. The rectangular fuzzy system (RFS) is used to classify frames and integrate the rule-based approach. The variance of first detail and the third approximation can extract fuzzy classification rules. Experimental results demonstrate the superior performance to the conventional ones. The effectiveness of the proposed system is confirmed by the experimental results.

Keyword: fuzzy system, speech detection, wavelet transform.

1. INTRODUCTION

In this paper, speech detection is presented with a rectangular fuzzy system (RFS). Speech detection is very important in speech processing. Major cause of errors in speech recognition systems is inaccurate detection from the utterance. For conventional technique, the energy and zero crossing rates are performed [1]. They play important roles in the higher signal-to-noise ratio (SNR) environments, but their performance becomes poor in the lower SNR conditions. In our previous works, we develop a method for speech classification [2]. We surveyed the discrete wavelet transformed speech signals; the first wavelet and the third scaling functions give good indications to discriminate speech signals from the background. In the most of speech detection, it is necessary to determine the threshold to discriminate between speech and background signals. We proposed a novel detection method, i.e. fuzzy rules rather than the threshold, to distinguish speech signals from background. The behavior of the features can be explained based on fuzzy rules and their performance can be adjusted by tuning the rules.

Recently, several approaches focus on generating fuzzy if-then rules directly from numerical data. In most of fuzzy systems, construction of fuzzy rules from numerical data for classification problems consists of two phases: (1) fuzzy partition of a pattern space and (2) identification of a fuzzy rule for each fuzzy subspace. The major restriction of this approach is that the number of divisions of each input variable must be pre-selected. In addition, the degree of partitions will affect the classification power and the number of generated fuzzy rules. One approach to remedy the mentioned disadvantages is to use the concept of distributed representation of fuzzy rules which is implemented by super-composing many fuzzy rules corresponding to different fuzzy partitions of a pattern space [3]. However, this approach will still result in a lot of unnecessary fuzzy rules. The genetic algorithm has been proposed for choosing an appropriate set of fuzzy rules [4]. Fuzzy rules with variable fuzzy regions are extracted for classification problems. These approaches do not need to define the number of divisions of each input variable in advance [5,6]. Each class is represented by a set of hyper-boxes, in which overlaps among hyper-boxes for the same class are allowed, but no overlaps are allowed between different classes [5]. However this approach may not easily handle patterns where complicate separate boundaries exist. To overcome this problem, two types of hyper-boxes: (1) activation hyper-boxes and (2) inhibition hyper-boxes were proposed in [6]. A RFS is proposed to extract both crisp and fuzzy rules from numerical data.

After we have finished the RFS, the speech signal is correctly segmented into syllabic units. If we assume that every frame is classified correctly into one of the two types: silence (0) and speech (1), then the frames of the speech signals can be represented by the labeling sequences as

00...0111...1101100...

(1)

This paper is organized as follows. In section 2 we discuss the speech features based on discrete wavelet transform. Section 3 briefly describes the class of RFS. The experimental results are given in Section 4. Finally, some concluding remarks are presented in Section 5.
2. SPEECH FEATURES BASED ON DISCRETE WAVELET TRANSFORM

The definition of the scaling function \( \phi_{j,k}(t) \) and wavelet function \( \psi_{j,k}(t) \) is given by [7].

\[
\phi_{j,k}(t) = 2^{j/2} \phi(2^j t - k) \quad j, k \in \mathbb{Z} \tag{2}
\]

\[
\psi_{j,k}(t) = 2^{j/2} \psi(2^j t - k) \quad j, k \in \mathbb{Z} \tag{3}
\]

Therefore, the signal produce each approximation signals \( u(t) \) and detail signals \( w(t) \). Figure 1 and 2 show the contours of energy (En), zero crossing rate (ZCR), variance of five levels of approximation (u1, ..., u5) and detail (w1, ..., w5) for the utterance /chii/ (“seven” in Mandarin), in the higher and lower SNR environment, respectively.

Fig. 1 Framed contours of energy (En), zero crossing rate (ZCR), variance of five levels of approximation (u1, ..., u5) and detail (w1, ..., w5) for the utterance /chii/ (“seven” in Mandarin), in the higher SNR environment.

In the higher SNR environment, the energy and ZCR of speech signals are higher than background in a stream of utterance. However, the performance is not satisfactory under the lower SNR environment. Here, the first detail and the third approximation play very important roles under the noisy environment.

3. RECTANGULAR FUZZY SYSTEM (RFS)

3.1 RFS Architecture

The construction of a rule-based expert system involves the process of acquiring production rules. Production rules are often represented as " IF condition THEN act. The class of RFS provides a tool for machine learning. The classification knowledge is easily extracted from the weights in a rectangle. First, we divided the range of an output variable into many intervals and using the input data belonging to each interval. Each rule is composed of an activation rectangle, which defines the existence region of a class and, if necessary, an overlapping rectangle which overlapped the existence of data in that activation rectangle. We determine activation rectangle, which define the input region corresponding to the class, by calculating the maximum and minimum values of input data for each class. Figure 3 illustrates the architecture of a RFS.

Fig. 3 A RFS Architecture.

3.2 Fuzzy Rule Extraction of RFS

Let a set of input data for class \( i \) be \( X_i \), where \( i = 1, \ldots, n \). We define the activation rectangle \( A_y \) as

\[
A_y = \{ x \, | \, u_{yk} \leq x_k \leq U_{yk}, \, k = 1, \ldots, n \} \tag{4}
\]

and define the fuzzy rule \( r_y \) without overlapping as follows:

If \( x \) is \( A_y \), then \( x \) belongs to class \( i \),

the overlapping rectangle \( I_y \) as
wavelet transformed features of each scaling and wavelet functions are calculated.

In our experiments, two male and two female utter the database. Speech signals are sampled at 22.05KHz with 8 bits resolution. Speech features extracted from each frame with 1024 samples. Haar function is used for wavelet mother function. The first detail and the third approximation are used as the input variables to the RFS to be trained. The values of the features of the trained RFS are easily utilized to represent a set of if-then rules.

The trained RFS rectangles are shown in figure 5. The performance of proposed method is compared with the conventional speech detection algorithm that used energy and ZCR, whose threshold is adjusted to get a best performance. Table 1 shows the results of speech detection accuracy. The effectiveness of the proposed system is confirmed by the experimental results. The whole results seem encouraging.

![Fig. 5 The trained RFS.](image)

### Table 1 The results of speech detection accuracy.

<table>
<thead>
<tr>
<th>System</th>
<th>Male 1</th>
<th>Male 2</th>
<th>Female 1</th>
<th>Female 2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>75.8%</td>
<td>80.1%</td>
<td>78.4%</td>
<td>82.5%</td>
<td>79.2%</td>
</tr>
<tr>
<td>RFS</td>
<td>95.5%</td>
<td>96.2%</td>
<td>97.3%</td>
<td>98.2%</td>
<td>96.8%</td>
</tr>
</tbody>
</table>

### 5. CONCLUDING REMARKS

In this paper, a fuzzy model for speech detection is presented. We utilize a method for extracting fuzzy rules for classification. The fuzzy rules with variable fuzzy regions were defined by activation rectangles, which show the existence region of data for a class and overlapping rectangles, which overlapping the existence of the data for the other classes. These rules were extracted directly from speech features, the first detail and the third approximation. We proposed a novel detection method, i.e. fuzzy rules rather than the threshold, to distinguish speech signals from background. The class of RFS is utilized to detect frames of speech signals into two classes: background and speech signals. In the near future, we will try to apply RFS to adjust features to speech recognition system.
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