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ABSTRACT

This paper proposes a novel method for hand-raising detection in the real classroom environment. Different from traditional motion detection, the hand-raising detection is quite challenging in the real classroom due to complex scenarios, various gestures, and low resolutions. To solve these challenges, we first build up a large-scale hand-raising data set from thirty primary schools and middle schools of Shanghai, China. Then we propose an improved R-FCN to solve the above-mentioned challenges. Specifically, we first design an automatic detection templates algorithm for various gestures of hand-raising detection. Second, for better detection of the small-size hands, we present a feature pyramid to simultaneously capture the detail and highly semantic features. Incorporating these two strategies into a basic R-FCN architecture, our model achieves impressive results on real classroom scenarios. After a wide test, the accuracy of the hand-raising detection achieves 85% on average, which can satisfy the real application.

Index Terms—hand-raising detection, automatic templates selection, feature pyramid, R-FCN

1. INTRODUCTION

Human behavior analysis has numerous applications such as smart video surveillance [1], human-machine interaction [2], and virtual reality systems [3]. In this paper, we focus on the hand-raising detection in real classroom, aiming at improving the teaching quality.

Existing algorithms for hand-raising detection can be divided into 3 categories, i.e. trajectory based, body silhouette based and object detection based algorithms. [4] and [5] adopt a set of HMM [6] models based on frame sequences to capture the hand-raising gestures. [7] analyzes the body silhouette to detect the hand-raising motion. But these methods highly depend on the environments, and the trajectory is changed due to the movements of the camera. [8] provides a new way for the hand-raising detection, which converts such motion detection into an object detection problem. Unfortunately, [8] is based on handcrafted features, i.e. haar-like [9] features, which is not efficient in our complex scenarios, shown in Fig. 1. Motivated from [8], we also adopt an object detection algorithm, but based on automatically feature extraction techniques.

Recently, Fast R-CNN [10], Faster R-CNN [11] and R-FCN [12] are three of the most representative object detection algorithms. These methods have achieved impressive results on the benchmarks [13]. However, they could not obtain optimal results in our data set. In our hand-raising data set, most of the gestures have the size smaller than 60*60 (Fig.5), and the gestures of hand-raising are various, which are quite different from the benchmarks of object detection.

In this paper, we propose a novel hand-raising detection algorithm based on the improved R-FCN to solve the challenges of the hand-raising detection in the real classroom. First, we design an automatical templates selection algorithm.
Fig. 2: Different approaches of feature pyramid. (a) an architecture based on a discretized image pyramid; (b) [14] extracts different scales of feature maps from different deep architecture; (c) a top-down architecture with skip connections [15].

to better detect the various gestures. Instead of choosing templates by hand in R-FCN, we run k-means++ clustering on our own training set to automatically find representative templates. Second, we utilize feature pyramid to efficiently detect the hand-raising of low resolution. We evaluate our method, including automatic templates selection, and feature pyramid learning et al. in the R-FCN system for hand-raising detection.

2. RELATED WORK

We briefly introduce the related works on region proposal algorithms and the feature pyramid architectures.

2.1. Region proposal

A region proposal method [16] [17] is one of the most important parts for object detection, since the proposals indicate all the possible locations of the object. Region Proposal Network (RPN) is the most frequently[[11]] network for proposal generation. In the last feature map of RPN, proposals are usually generated by 9 anchors at each sliding position. However, in most existing proposal algorithms, the sizes of anchors are defaulted with fixed scales and aspect ratios, which cannot adaptively match the sizes of hand-raising gestures in real classroom.

2.2. Feature pyramid architectures

To capture scale invariance, several algorithms based on feature pyramid have been proposed, as shown in Fig. 2. The first feature pyramid architecture [15], Fig. 2 (a) is based on a discretized image pyramid, which requires more computational resources but with a low speed. The second [14] and the third [15] ones are based on multiple feature maps, as shown in Fig. 2 (b)-(c). However, the second one extracts different scales of feature maps from different deep architecture, while the third one of the top-down architecture with skip connections only uses one deep architectures for all the features. Therefore, for our task, we adopt the third architecture for our feature pyramid to better detect the small sizes of hand-raising gestures.

3. OUR APPROACH

We first introduce the overall architecture of the proposed algorithm. Then, we exhaustively introduce our automatic templates selection and the feature pyramid to detect the hand-raising gestures more efficiently.

3.1. Overall architecture

Our architecture is based on the R-FCN, shown in Fig. 3. We adopt the ResNet-101 [18] as the feature extract network which contains 5 blocks. We denote the outputs of these residual blocks as \{C1, C2, C3, C4, C5\}, respectively. Different from R-FCN, we design an automatic templates selection algorithm to detect various hand-raising gestures, as shown in RPN component of Fig. 3, and more details can be found in Section 3.2. Moreover, a feature pyramid is proposed for better detecting different sizes of hand-raising gestures. More details please see Section 3.3.

3.2. Automatic templates selection

In R-FCN, the sizes of templates are fixed. By default, 3 scales (512, 256, 128 on an input of 1000*600) and aspect ratios (1:1, 1:2, 2:1) are used for all the object detection without considering the sizes distributions of the objects. In our task, the hand-raising gestures are various (Fig. 1(b)-(f)), whose sizes are usually smaller than 60*60, see in Fig. 5. Thus, the templates in R-FCN are not appropriate to our hand-raising gestures detection.

To make the templates more suitable for our task, we automatically choose k templates by k-means++ from the bound-
The architecture includes three components, i.e., region proposal, position sensitive score maps & position-sensitive RoI pooling, and region classification.

Corresponding procedure is stated in Algorithm 1. Fig. 4 shows the average IOU with respect to k. We choose k = 9 as a good tradeoff between model complexity and high recall. Finally, 9 anchor boxes chosen as: (37,59), (44,72), (53,80), (5,66), (67,105), (75,128), (91,150), (115,184), (177,283) on an image with a size of 1000*600. The selected templates are significantly different from hand-picked anchor boxes as the R-FCN[12] used.

We define a new distance metric instead of the standard Euclidean distance:

\[ d(box, centroid) = 1 - IOU(box, centroid) \]

Here, IOU(Intersection over Union) denotes the overlap rate of anchors and the ground-truth bounding boxes in the training set.

3.3. Feature pyramid

As we can learn from Fig. 5 that the low resolution gestures are the majority of hand-raising gestures in real classroom. Thus, our detection on hand-raising need to take advantage of multi-scale in consideration of low-resolution gestures. By using the feature pyramid, our method performs better on the hand-raising data set compared to the origin R-FCN. We implement the feature pyramid by the combination of the bottom-up pathway and the top-down pathway. The bottom-up pathway (Fig.2(c) left) is the feed-forward computation of the ResNet-101, which computes a feature hierarchy consisting of feature maps at several scales. We built the feature pyramid on the layers of sharing weights, but we do not include C1 into the pyramid due to its large memory footprint, that is, we built the feature pyramid on C2-C4. The top-down pathway (Fig.2(c) right) obtained by combining different levels of feature maps. Feature maps from higher pyramid levels express more advanced semantic features, but finer features may be easily lost. Therefore, we combine advanced semantic features with detailed features by such pyramid architecture. We obtain P4, P3, P2, top-down, as [15] does. Fig. 6 shows the building block that constructs our top-down feature maps.
4. EXPERIMENT RESULT

To demonstrate effectiveness of our proposed algorithm, we conduct extensive experiments on our hand-raising data set, and then show the results with two metrics of PASCAL-style [13]: mean average precision (mAP) and Precision-Recall (P-R) curves. The mAP and P-R curves are useful measures for the performance of object detection.

Fig. 7: Precision-recall(P-R) curves on our data set.

4.1. Our hand-raising data set

We perform improved R-FCN[12] network on the hand-raising data set, including 40k samples of hand-raising gestures. Our data set comes from 30 different primary and middle schools. The hand-raising gestures we captured in the data set are quite challenging for detection due to the complex scenarios, various gestures, and low resolutions. We use 28k(out of 40k total) samples for training, then report final results on a 12k subset to demonstrate effectiveness of our proposed algorithm. Original R-FCN over our data set for hand-raising detection is used as baseline for comparing results.

Table 1: The path from baseline to our method.

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>ablations</th>
<th>ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>anchor cluster?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>feature pyramid?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>mAP(%)</td>
<td>83.8</td>
<td>86.3</td>
<td>87.3</td>
</tr>
</tbody>
</table>

The column named ablations of table 1 shows the mAP of our different improvements. The design of templates clustering improves the result to 86.3% and our feature pyramid helps the mAP increased to 87.3%. The result has been increased by 6.2% using our method.

Fig. 8 shows results obtained on some of the images in the test set which compare to the results of baseline. Compared with the results from baseline, our method can detect more hand-raising with low resolution and the varied gestures which can not be detected in baseline.

5. CONCLUSION

We presented an improved R-FCN [12] network for hand-raising detection in the classroom environment, which can be utilized in the analysis of teaching atmosphere. Due to the varied hand-raising gestures, we run an adaptive algorithm on our training set to automatically pick detection templates. And we also introduce the feature pyramid in our method to simultaneously capture more detail and highly semantic features because of the majority of low resolution hand-raising gestures. The integration of these improvements achieves an impressive results in the hand-raising detection of the real classroom.
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