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ABSTRACT

Tensor updating methods enable tensor decompositions to adapt quickly when new data is added to the tensor. At present, updating methods for the canonical polyadic decomposition (CPD) give every tensor entry the same weight. In practice, however, data quality or relative importance might differ between tensor entries, which warrants the use of more general weighting schemes. In this paper, an NLS updating method is developed for the CPD that uses a weighted least squares (WLS) approach with a low-rank weight tensor. This weight tensor itself can also be updated to allow dynamic weighting schemes. By exploiting the CPD structure of both the data and weight tensors, the algorithm obtains better accuracy than the unweighted updating methods, while being more time- and memory efficient than batch WLS methods.

Index Terms— tensors, updating, weighted least squares.

1. INTRODUCTION

The popularity of tensor methods has been rising steadily in the past years and they have been applied in a wide variety of fields such as machine learning and signal processing [1, 2]. Tensors are higher-order extensions of vectors (first-order) and matrices (second-order). Tensor decompositions allow the compact storage of large tensors, enabling both compression and analysis of big, higher-order datasets. Apart from the classical alternating least squares (ALS) algorithms, several algebraic and all-at-once optimization-based algorithms for the computation of tensor decompositions have been developed: See, for example, [3–9] and references therein.

Signals are often perturbed by noise. If prior information about the noise is available, this information can be leveraged in the computation of tensor decompositions such as the canonical polyadic decomposition (CPD) to improve the quality of the model. Different tensor entries can be weighted differently in the least squares (LS) cost function. The weights may take into account the quality of the data of the corresponding tensor entries. As an example, consider an array of sensors with varying signal-to-noise ratios (SNR). In this case, it makes sense to weight entries according to the quality of the sensor they originate from, giving more weight to data from the better sensors. Although weighted LS (WLS) algorithms exist that admit general weight tensors [10, 11], it can be beneficial to use a low-rank weight tensor. First, low-rank structure can be exploited to make the decomposition less demanding, both in storage and computation, compared to using a full weight tensor [12]. Also, approximating the weight tensor is usually good enough, as a high accuracy of the weights is generally unnecessary or even unobtainable. Note that the standard CPD methods can be seen as WLS methods with a specific rank-1 weight tensor (consisting of only ones).

In practice, if new data is added to a tensor at regular time-intervals, its storage can quickly become problematic. In contrast, the CPD of this tensor needs only a fraction of the memory that the full tensor requires, while the important features of the data are maintained. Efficient updating methods for the CPD have been developed [13–15], but by combining CPD updating with a low-rank WLS method into a weighted CPD updating method, we can get the best of both worlds. Returning to the sensor array example, it would be useful to leverage the prior information about the sensors in the CPD updating process by incorporating a low-rank weight tensor. Even stronger, one can use information about the current state of the sensors to update the low-rank weight tensor itself, e.g., some types of sensors might have warm-up times or they may become influenced by external conditions that affect their performance. Therefore, we develop a weighted nonlinear LS (NLS) CPD updating algorithm that exploits the low-rank structure of both the weight and data tensors, as described in [16,17]. This makes the algorithm computationally memory-efficient, properties that are primordial if the method is to be applied in an updating context. We use Tensorlab [18], a toolbox for tensor computations in MATLAB, for the implementation.

We fix notation, basic definitions and useful identities in the remainder of this section. Our method is derived in Section 2. We illustrate the algorithm on a practical example in Section 3.

1.1. Notation, definitions and identities

Scalars, vectors, matrices and tensors are denoted by lowercase (a), bold lowercase (a), bold uppercase letters (A), and letters in calligraphic script (T), respectively. The kth frontal slice $T_{:,k}$ of a tensor is a matrix obtained by fixing the third index of the tensor. A mode-$n$ unfolding of a tensor $T$ is a matrix $T_{(n)}$ with the mode-$n$ vectors as its columns following the ordering in [19]. The vectorization operator is denoted by vec$(·)$ and $[a_1^T; b_1^T]$ refers to row-wise concatenation. Kronecker, Hadamard, column- and row-wise Khatri–Rao products of matrices are written as $\otimes$, $*$, $\odot$, and $\odot^T$, respectively.

The Moore–Penrose pseudoinverse of a matrix $A$ is denoted by $A^+$.

A tensor has rank 1 if it is the outer product of three non-zero vectors. The tensor rank is the minimal number of rank-1 tensors needed to write the tensor as their linear combination. The derivations will focus on the case of third-order real tensors. The CPD of a tensor
decomposes a rank- \( R \) tensor \( \mathcal{T} \in \mathbb{R}^{I \times J \times K} \) as a linear combination of \( R \) rank-1 terms: \( \mathcal{T} = \sum_{r=1}^{R} a_r \otimes b_r \otimes c_r = [A,B,C]_R \), with \( A = [a_1, \ldots, a_R] \in \mathbb{R}^{I \times R} \), and similarly for \( B \) and \( C \). The mode-3 unfolding is given by \( \mathcal{T}(3) = C(B \odot A)^T \). Useful identities are:

\[
\begin{align*}
\langle [A, B, C], [D, E, F] \rangle &= [A \odot D, B \odot E, C \odot F], \\
\langle [A, B, C], [D, E, F] \rangle &= (D^T A) \ast (E^T B) \ast (F^T C) \mathbb{I}.
\end{align*}
\]

2. NLS CPD UPDATING USING LOW-RANK WEIGHTS

Assume that one has computed the rank- \( R \) CPD \( [X, Y, Z]_R \) of a third-order tensor \( \mathcal{T} \in \mathbb{R}^{I \times J \times K} \) using a WLS approach with low-rank weight tensor \( \mathcal{W} = [N, P, Q]_L \). Then, let frontal slices \( M \) and \( V \) be added to both \( \mathcal{T} \) and \( \mathcal{W} \) in the third mode, as shown in Figure 1, obtaining the tensors \( \mathcal{T} \) and \( \mathcal{W} \), respectively. First, we want to update the CPD of the weight tensor to \([N, P, Q]_L\), where a new row \( q \) is appended to \( Q \) to include its new slice: \( Q = [Q \; q] \). This can be done using the CPD updating method described in [13].

Next, we would like to use this updated weight tensor to update the CPD of \( \mathcal{T} \) to a CPD \([A, B, C]_{R'}\) of \( \mathcal{T} \) using a WLS approach with weight tensor \( \mathcal{W} \), where \( R' \) can be different from \( R \).

The algorithm builds upon a dogleg trust-region Gauss-Newton (GN) algorithm, but the expressions are valid for more general NLS and quasi-Newton (QN) algorithms. The GN algorithm solves the following minimization problem:

\[
\min_{s_h} \frac{1}{2} \| \text{vec}(F_h) + J_h s_h \|_F^2 \quad \text{such that} \quad \| s_h \| \leq \Delta_h,
\]

where \( F_h = \mathcal{W} \ast ([A, B, C] - \mathcal{T}) \) is the residual, and \( s_h, J_h \) and \( \Delta_h \) are the step, Jacobian and trust radius in iteration \( k \), respectively. To increase efficiency, preconditioned conjugate gradient (PCG) iterations are used to solve the linear system \( J_h^T J_h s_h = -\mathcal{V} f_k \) for the step \( s_h \), where \( \mathcal{V} \) is the gradient operator. Efficient expressions for the objective function, gradient and Gramian-vector products can be derived for the GN algorithm with PCG by exploiting the CPD structure of \( \mathcal{W} \) and \( \mathcal{T} \). We use a similar approach as that in [13] to obtain these expressions. They remain valid when the rank of the new CPD differs from that of the old CPD, so that the algorithm enables rank-changes between updates. The use of a block-Jacobi preconditioner and an initialization strategy are also discussed. The section ends with an analysis of the complexity of the algorithm. The full algorithm is given in Algorithm 1.

Algorithm 1: WLS CPD updating

\begin{itemize}
  \item \textbf{Input :} CPD \([X, Y, Z]_R\) of old tensor \( \mathcal{T} \), new slice \( M \), CPD \([N, P, Q]_L\) of old weighting tensor \( \mathcal{W} \), new weighting slice \( V \), number of GN iterations \( \text{itGN} \), number of CG iterations \( \text{itCG} \), new rank \( R' \).
  \item \textbf{Output:} CPD \([A, B, C]_{R'}\) of \( \mathcal{T} \), CPD of \( \mathcal{W} \).
  \item 1. Compute CPD of \( \mathcal{W} \) using (unweighted) CPD updating.
  \item 2. Initialize \( A, B, C \) using (3).
  \item 3. Solve the NLS-problem \( \min_{A,B,C} \| \mathcal{W} \ast ([A, B, C]_{R'} - \mathcal{T}) \|_F^2 \) with \( \text{itGN} \) GN iterations and \( \text{itCG} \) preconditioned CG iterations per GN iteration, using the efficient evaluations in Section 2.
  \item 4. Return the updated factor matrices \( A, B \) and \( C \).
\end{itemize}

Fig. 1. WLS updating using low-rank weights enables efficient CPD updates by exploiting the low-rank structure of both the weight and data tensor. Left: the weight (\( W \)) and the data (\( T \)) tensors are extended with an extra slice (red and green, respectively) in the third mode. Right: first, the CPD of the weight tensor is updated by adding a new vector (red) to the factor matrix in the third mode and modifying the existing factor matrices (pink) to obtain the CPD \([N, P, Q]_L\). This updated low-rank weight tensor is then used to compute the updated CPD model \([A, B, C]_{R'}\) of the data in a similar way, this time using a WLS approach (dark and light green).

2.1. Objective function

The WLS objective function for the computation of the CPD \([A, B, C]_{R'}\) of the updated low-rank tensor \( \mathcal{T} \) using the updated weight tensor \( \mathcal{W} \) is as follows:

\[
\min_{A,B,C} f = \min_{A,B,C} \frac{1}{2} \| \mathcal{W} \ast ([A, B, C] - \mathcal{T}) \|_F^2.
\]

By splitting \( C \) as \([c; \xi]\), with \( \xi \) the last row of \( C \), and similarly for the factor matrix \( Q \) of \( \mathcal{W} \), \( f \) can be expanded as

\[
f = \frac{1}{2} \| [N, P, Q] \ast ([A, B, c] - M) \|_F^2 + \frac{1}{2} \| [N, P, \xi] \ast ([A, B, \xi] - M) \|_F^2.
\]

To limit memory usage, the tensor \( \mathcal{T} \) is never stored during the updating process. Its CPD approximation \([X, Y, Z]_R\) is used instead. Thus, using (1), the objective function becomes

\[
f \approx \frac{1}{2} \| [A', B', c'] - [X', Y', Z'] \|_F^2 + \frac{1}{2} \| [N, P, \xi] \ast ([A, B, \xi] - M) \|_F^2,
\]

where \( A' = N \odot^T A, B' = P \odot^T B, c' = Q \odot^T c, \xi' = q \odot^T \xi \) etc. We can expand \( f \) to obtain

\[
f \approx \frac{1}{2} \| [A', B', c'] \|_F^2 + \frac{1}{2} \| [A', B', c'] \|_F^2 + \frac{1}{2} \| [X', Y', Z'] \|_F^2 - \langle [A', B', \xi'], M' \rangle + \frac{1}{2} \| M' \|_F^2.
\]

Here, we used that \( \frac{1}{2} \| [A', B', c'] \|_F^2 + \frac{1}{2} \| [A', B', c'] \|_F^2 = \frac{1}{2} \| [A', B', c'] \|_F^2 \) and defined the weighted new slice \( M' \) as \([N, P, \xi] \ast M \). The CPD structure of \( f \) can be exploited to obtain expressions that admit efficient computations. We use (2) to simplify the first two terms to: \( 1^T ([A^T A] + (B'^T B') + (C'^T C')) \mathbb{I} \) and \( 1^T ([X^T X'] + (Y'^T Y') + (Z'^T Z')) \mathbb{I} \), and the third term to \( 1^T ([X'^T A'] + (Y'^T B') + (Z'^T C')) \mathbb{I} \). The last two terms are simply inner products of matrices.
2.2. Gradient

The gradient $\nabla f = [\text{vec} \left( \frac{\partial f}{\partial A} \right); \text{vec} \left( \frac{\partial f}{\partial B} \right); \text{vec} \left( \frac{\partial f}{\partial C} \right)]$, which we denote by $[g_A; g_B; g_C]$, has the following terms:

$$g_A = \left( M^A \right)^T \text{vec} \left( [A' (B^T B') + (C^T C')] - X' \left[ (Y^T Y') - \text{diag}(c') \right] \right) - \text{vec} \left( \text{diag}(c') \right),$$

$$g_B = \left( M^B \right)^T \text{vec} \left( [B' (A' A') + (C^T C')] - Y' \left[ (X^T A') + (Z^T C') \right] - M^T A' \text{diag}(c') \right),$$

$$g_C = \left( M^C \right)^T \text{vec} \left( [C' (A' A') + (B^T B')] + \left[ \text{vec}(M')^T \left[ \text{diag}(c') \right] \right] \right),$$

where $M^A = \left[ I_B \otimes \text{diag}(n_1); \ldots; I_B \otimes \text{diag}(n_L) \right]$, with $I_B$ the $(n \times n)$-identity matrix. The matrices $M^B$ and $M^C$ are defined analogously using $P$ and $Q$. As before, we split $T'$ into its old part $\bar{T}' = \bar{W} * T$ and its new slice $\hat{T}'$ by its CPD $\hat{X}'$, $\hat{Y}'$, $\hat{Z}'$. By exploiting the CPD structure in this way, we obtain sub-gradients which can be computed efficiently.

2.3. Gramian-vector product and preconditioner

In every CG-iteration, we need to efficiently compute a Gramian-vector product $J' J \alpha$. As the Gramian does not depend on $T$, we can use similar expressions as those in [12] for the Gramian-vector products and preconditioner. We apply a block-Jacobi preconditioner [20] consisting of the diagonal blocks $P^A$, $P^B$ and $P^C$, where

$$P^A = \left( M^A \right)^T \left[ \left((B^T B') + (C^T C') \right)^{-1} \otimes I_L \right] \left( M^A \right)^T,$$

and $P^B$ and $P^C$ are defined analogously. The inverses of the small $(RL \times RL)$-matrices are inexpensive. We can exploit the structure of the problem to avoid the computation and storage of the pseudo-inverses. To evaluate $P^A \text{vec}(\Gamma_1)$, where $\Gamma_1$ has the same dimensions as $A$, we normalize the rows of $N$ to obtain $\hat{N}$ and then compute $\left( \hat{N} \odot \Gamma_1 \right) \left( \left((B^T B') + (C^T C') \right)^{-1} \right)$. Next, we tensorize this expression into an $(I \times R \times L)$-tensor $\hat{F}$ and perform elementwise multiplications of $\hat{N}$ with every lateral slice of $\hat{F}$. Finally, we compute the mode-3 sum of this tensor to obtain $P^A \text{vec}(\Gamma_1)$. The products $P^B \text{vec}(\Gamma_2)$, and $P^C \text{vec}(\Gamma_3)$ can be computed analogously, where the $\Gamma_1$ and $\Gamma_2$ have the same dimensions as $B$ and $C$, respectively.

2.4. Initialization and windowing

Assuming the model does not change too abruptly, the previous CPD $\hat{X}'$, $\hat{Y}'$, $\hat{Z}'$ can be used to initialize the algorithm, after extending $\hat{Z}'$ with a new row $c_{new}^T$; thus $A = X, B = Y$ and $C = [Z; c_{new}]$. The vector $c_{new}$ can be obtained from the LS solution of the system

$$\begin{align*}
\min_{e} \frac{1}{2} \left\| \text{vec}(M') - \left( \left[A, B, c^T \right] - \bar{M} \right) \right\|_F^2,
\end{align*}$$

where $A$ and $B$ are fixed. We can rewrite this as

$$\begin{align*}
\min_{e} \frac{1}{2} \left\| \left(B' \odot A' \right)(c \otimes q^T) - \text{vec}(M') \right\|_F^2.
\end{align*}$$

Table 1: Per-iteration complexity of the WLS CPD updating algorithm for an $(I \times I \times I)$-tensor.

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighting of factor matrices</td>
<td>$O(5RLI)$</td>
</tr>
<tr>
<td>Objective function $|\mathbf{s}|_2$</td>
<td>$O(2(2RL)^2I^2 + I^2)$</td>
</tr>
<tr>
<td>Gradient</td>
<td>$O(5(2RL)^2I + 3RLI^2)$</td>
</tr>
<tr>
<td>Gramian-vector product $\hat{Q}$</td>
<td>$O(3(2RL)^2I + (2RL)^2)$</td>
</tr>
</tbody>
</table>

From the LS solution and the chain rule, we obtain after simplification:

$$c = \text{vec}(M')^T \hat{Q} \hat{W}^{-1} \left( \mathbf{q}^T / \| \mathbf{q} \|_2 \right),$$

where $\hat{Q} = (B' \odot A'), \hat{W} = \hat{Q}^\dagger \hat{Q} = (A' \odot A') \hat{Y}' (\hat{B}' \odot \hat{B}')$, and unvec($\cdot$) reorders the $(RL \times 1)$-matrix into an $(R \times 1)$-matrix. The pseudoinverse of a vector is cheap to compute and the Khatri-Rao structure of $\hat{Q}$ can be exploited when computing vec($M'$)$^T \hat{Q} \hat{W}$ [21]. To make the method perform in non-stationary environments, past slices can gradually be forgotten using a sliding window. This can be handled by simply removing the first row of $\hat{Z}$ before the next updating step. An exponential window can be applied by multiplying the rows of $\hat{Q}$ with the appropriate scaling terms.

2.5. Complexity analysis

The per-iteration complexity of the algorithm is listed in Table 1 for a tensor $T \in \mathbb{R}^{I \times J \times K}$, with $I = J = K$. The expressions are similar to those in [13], but in our case, the factor matrices have $RL$ columns instead of $R$, the gradients require an extra multiplication and the evaluations of the preconditioned matrix-vector products require $3(2RL)^3 \max(I, J, K) + 3(2RL)^3$ flops. The weight tensor is updated using the NLS CPD updating method from [13], so the computation cost is dominated by that of the WLS updating step.

The method requires the storage of the new data and weighting slices ($O(IIJ)$), factor matrices, gradients and Gramian-vector products (all $O((2RL(I + J + K))$). Keeping the $M^A$-type matrices in memory is not required. In contrast, only storing the full tensor would already require $O(IIJK)$ memory.

3. DIRECTION OF ARRIVAL ESTIMATION (DOA)

Direction-of-arrival (DOA) estimation problems arise frequently in the field of array processing [22]. It has been demonstrated that incorporating prior knowledge about the sensor accuracies by use of a low-rank weight tensor can improve the performance of DOA methods [12]. We show that our proposed method can achieve a higher accuracy than standard LS updating when sensor conditions are non-constant, e.g., a sensor breaks down unexpectedly or the environment temperature changes, while being more efficient than batch WLS. The experiment considers the case of line-of-sight signals that impinge upon a uniform rectangular array (URA). The CPD can be applied for DOA-retrieval in this case [23–26].

Our URA has $M \times M$ sensors, each acquiring $K$ samples from $R$ different moving sources in the far field. The omnidirectional sources are evenly spaced with inter-sensor spacing $\Delta$. The azimuths $\Psi \in \mathbb{C}^{M \times R}$ and elevations $\Phi \in \mathbb{C}^{M \times R}$ of the $R$ sources at each time step lead to an observed tensor $T \in \mathbb{C}^{M \times M \times K}$, perturbed by noise, for which the $kth$ frontal slice admits a low rank approximation $T \approx \left( A^{(k)}, E^{(k)}, s^{(k)} \right)$. The matrix $A^{(k)} \in \mathbb{C}^{M \times R}$ has entries $a_{imr}^{(k)} = \exp((m-1)2\pi/\lambda \sin(z_{ik}/\lambda))$ and $E^{(k)} \in \mathbb{C}^{M \times R}$.
Sensors obtain samples with an SNR of 20 dB. The tensor is updated to incorporate the new data. We assume that the samples are collected and in each time step, the CPD of the observed DOA of sources and its batch counterpart.

Table 3: The updated WLS-method requires less CPU-time (s) than its batch counterpart.

<table>
<thead>
<tr>
<th>Tensor dimensions</th>
<th>WLS Updating</th>
<th>Batch WLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>400 × 400 × 400</td>
<td>10.5</td>
<td>14.6</td>
</tr>
<tr>
<td>500 × 500 × 500</td>
<td>20.6</td>
<td>29.1</td>
</tr>
<tr>
<td>600 × 600 × 600</td>
<td>34.7</td>
<td>49.1</td>
</tr>
<tr>
<td>700 × 700 × 700</td>
<td>55.3</td>
<td>110</td>
</tr>
<tr>
<td>800 × 800 × 800</td>
<td>81.9</td>
<td>574</td>
</tr>
</tbody>
</table>

A new updating method for CPD updating with low-rank weights is proposed. We exploit the CPD structure of both the weight and data tensors to efficiently compute a new CPD when new slices are added to the data tensor. Expressions are derived for the objective function, gradients and gradient-vector products of the NLS algorithm, along with an analysis of their complexity. We show that WLS CPD updating with low-rank weights outperforms the standard LS algorithm for DOA-estimation. Its accuracy is close to that of the batch WLS method, while memory requirements are much smaller.
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