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ABSTRACT

In this paper, we present a pruning technique for maximum entropy (MaxEnt) language models. It is based on computing the exact entropy loss when removing each feature from the model, and it explicitly supports backoff features by replacing each removed feature with its backoff. The algorithm computes the loss on the training data, so it is not restricted to models with n-gram like features, allowing models with any feature, including long range skips, triggers, and contextual features such as device location.

Results on the 1-billion word corpus show large perplexity improvements relative for frequency pruned models of comparable size. Automatic speech recognition (ASR) experiments show word error rate improvements in a large-scale cloud based mobile ASR system for Italian.

Index Terms— entropy based pruning, language modeling, maximum entropy modeling, contextual features, geo-domain features

1. INTRODUCTION

Despite the recent popularity of neural network-based language models (NNLM), sparse language modeling techniques are still the state of the art for very large second pass language models used in tasks such as speech recognition for mobile ASR. A likely reason for the better quality of sparse models is that NNLM model training does not yet scale to the amount of data available (often as high as 1 trillion tokens), and the data consists of short queries where the long context modeling capacity of long short term memory language models (LSTMLM) is of little use.

A drawback of sparse modeling techniques, such as conventional n-grams, MaxEnt, or sparse non-negative matrix language models (SNM) [1], is that the number of possible features grows very fast when we increase the modeling context history (how far back the model looks for features).

The most popular solution to this problem is to select only features that occur with some minimum frequency. With conventional n-gram models, this technique is often complemented by training a larger model and then pruning it to the required size [2, 3].

Although there has been some research in pruning techniques for more complex models, such as MaxEnt [4], or SNM [5, 6], most techniques assume that features are either n-grams or extracted from short histories. In this paper we propose a relative entropy pruning technique that allows for arbitrary features.

In [7], backoff features were proposed for MaxEnt models. These features trigger when a regular feature (for example, a high order n-gram) is missing from the model, and they greatly improve the quality of pruned models. Our proposed technique is designed to work with backoff-MaxEnt models.

In the next section we describe related work. In Sections 3 and 4 we introduce our notation and describe the pruning algorithm. In Section 5, we compare our algorithm to frequency pruning in terms of perplexity (PPL) and word error rate (WER) on various models. We conclude in Section 6.

2. PREVIOUS WORK

Pruning is an effective and common feature selection technique in sparse language modeling. In particular, it is often used in classical n-gram models because the total number of possible features grows exponentially with the n-gram order, and even when restricted to features seen in the training data, for large orders, the number of features per order is of the same magnitude as the number of tokens in the training data.

The simplest form of pruning is to select only features that appear a minimum number of times in the training data. This is very effective, yet more sophisticated techniques have been proposed. Seymore and Rosenfeld [2] showed that pruning the n-gram model according to the estimated conditional probability and frequency of features is superior to the traditional frequency counts. Later, Stolcké [3] proposed a criterion based on the relative entropy difference after removing a feature from the original n-gram model with backoffs. Seymoe and Rosenfeld’s technique can be seen as an approximation to Stolcké’s entropy pruning technique. Oguz et al. [6] extended entropy pruning to n-gram SNM models with contextual features. Besides frequency and entropy, other criteria such as mutual information [5], probability and rank [8] have also been proposed.

Compared to conventional n-gram language models, there has been comparably less work on pruning maximum entropy models. The most exhaustive work is Chen at al. [4], where the authors propose and compare a diversity of pruning techniques, including various approximations to relative entropy pruning. Our method differs in various respects: we compute the exact entropy loss for each feature in the training data instead of approximating it; we support more feature types than word or class n-grams; and our method supports backoff features.

3. BACKGROUND

A maximum entropy language model with backoff-inspired features consists of the following parts:

- A set $X$ of word contexts such as previous history or contextual information.
- A set $Y$ denotes the vocabulary.
• A set of functions $f^t : X \times Y \mapsto \mathbb{R}^d$ mapping any $(x, y)$ pair to a sparse 0–1 feature vector in $\mathbb{R}^d$, $f^t(x, y) = 1$ if some property of $x$ with $y$ is true; and 0 otherwise. Each function corresponds to a particular feature template $t$, for example: 2-gram, skip-5, etc.

• A parameter vector $v \in \mathbb{R}^d$.

• Optionally, a set of functions $b^t : X \times Y \mapsto \mathbb{R}$ assigning backoff weights.

For any $x \in X$ and $y \in Y$, a MaxEnt model gives the posterior as:

$$p(y|x; v) = \frac{N(y|x; v)}{Z(x; v)}.$$

The numerator $N(y|x; v)$ is the exponential of the dot product between a parameter vector $v$ and the sparse feature vectors $f^t(x, y)$, summed with backoffs $b^t(x, y)$ if backoff features are enabled.

$$N(y|x; v) = \exp(\sum_i v \cdot f^t_i(x, y) + b^t_i(x, y))$$

The denominator $Z(x; v)$ gives a normalization constant.

$$Z(x; v) = \sum_{y' \in Y} N(y|x; v).$$

The backoff functions $b^t(x, y)$ are non-zero only when a corresponding feature $f^t(x, y)$ does not exist. In this work, the value of the backoff is shared across contexts $x$, and only dependent on the feature template $t$ and the predicted word $y$.

4. ENTROPY-BASED MODEL PRUNING

The natural criterion of entropy-based pruning is to minimize the relative entropy between the original and pruned models. As relative entropy is inversely proportional to the difference of the log-likelihoods of the pruned model and the original model, we would like to maximize the difference of the log-likehoods between the pruned and original models.

4.1. Loss function

We define the loss $L_{f^t_i(x, \tilde{y})}$ as the log-likelihood difference of model without feature $f^t_i(x, \tilde{y})$ and the original model, in the training data $D \subset X \times Y$:

$$L_{f^t_i(x, \tilde{y})} = \sum_{(x, y) \in D} \log P_{-f^t_i(x, \tilde{y})}(y|x; v) - \log P(y|x; v).$$

For a fixed $y$, after pruning the feature $f^t_i$, the posterior becomes

$$p_{-f^t_i(x, \tilde{y})}(y|x; v) = \frac{N_{-f^t_i(x, \tilde{y})}(y|x; v)}{Z_{-f^t_i(x, \tilde{y})}(x; v)},$$

where

$$N_{-f^t_i(x, \tilde{y})}(y|x; v) = \begin{cases} 
\exp(\log N(y|x; v) - v_i + b^t_i(x, \tilde{y})) & \text{if } y = \tilde{y}; \\
N(y|x; v) & \text{otherwise},
\end{cases}$$

and

$$Z_{-f^t_i(x, \tilde{y})}(x; v) = Z(x; v) - N(\tilde{y}|x; v) + N_{-f^t_i(x, \tilde{y})}(\tilde{y}|x; v).$$

The term $b^t_i(x, \tilde{y})$ is zero when backoff features are not used.

4.2. Efficiently computing the loss

We compute the loss for all features by iterating once though the training data $D$: For every example $(x, y)$ we emit the partial loss for every feature used in computing $P(y|x)$. As shown in section 4.1, each partial loss is computed in constant time by reusing $N(x, y)$ and $Z(x)$. These partial losses are then accumulated in the final loss for each feature. This algorithm can be easily distributed using MapReduce [9].

5. EXPERIMENTS

We performed our experiments as follows. For a trained MaxEnt model, we first estimated the entropy loss per feature. Then we pruned the features with loss no less than threshold. Finally, we retrained the pruned model with weights starting from 0 and evaluated the PPL and WER on the pruned, retrained model.

5.1. Experiments on the one-billion-word corpus

We run our perplexity experiments on the one-billion-word corpus [10]. All our MaxEnt models are hierarchical, i.e., $P(w|h) = P(c(w)|h)P(w|x, h)$, and use 1000 clusters. We compare our pruned models to a counts-cutoff baseline, where we prune based on feature frequency. Unigram features, and backoff features, are never pruned.

In the first experiments we used n-gram features only (up to 5-gram), to simplify the analysis. Starting with a model with no pruning, we used various thresholds to obtain models of various sizes and perplexity. The loss for entropy pruning was computed on the training data. Figure 1 shows the results. We observe that entropy pruning is significantly worse than frequency pruning. According to the trendlines, entropy pruning perplexity is about 5 points worse across a wide range of model sizes.

![Fig. 1. Model size vs. perplexity of entropy and frequency pruned 5-gram models.](image-url)
Table 1. Percentage of features kept when pruning with threshold -1 using entropy-based pruning alone.

<table>
<thead>
<tr>
<th></th>
<th>2-gram</th>
<th>3-gram</th>
<th>4-gram</th>
<th>5-gram</th>
</tr>
</thead>
<tbody>
<tr>
<td>% kept</td>
<td>9.09%</td>
<td>7.64%</td>
<td>19.67%</td>
<td>39.75%</td>
</tr>
</tbody>
</table>

Table 2. Percentage of features kept when pruning at various thresholds after removing features with fewer than 3 occurrences.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>2-gram</th>
<th>3-gram</th>
<th>4-gram</th>
<th>5-gram</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>95.71%</td>
<td>94.53%</td>
<td>94.63%</td>
<td>95.35%</td>
</tr>
<tr>
<td>-0.3</td>
<td>69.89%</td>
<td>63.05%</td>
<td>59.94%</td>
<td>58.91%</td>
</tr>
<tr>
<td>-0.8</td>
<td>55.03%</td>
<td>47.29%</td>
<td>44.82%</td>
<td>45.77%</td>
</tr>
<tr>
<td>-1.3</td>
<td>46.93%</td>
<td>38.49%</td>
<td>35.76%</td>
<td>37.70%</td>
</tr>
<tr>
<td>-1.9</td>
<td>40.77%</td>
<td>31.71%</td>
<td>28.46%</td>
<td>30.94%</td>
</tr>
</tbody>
</table>

Looking at the number of features selected by template in table 1 we notice that entropy pruning is selecting mostly singleton features, thus overfitting to the training data.

To overcome this problem, we decide to filter out features with low frequencies before applying entropy pruning. Figure 2 compares entropy and frequency pruning on a model with features occurring at least 3 times in the training data.

We see that now entropy pruning achieves much better perplexity for a given model size. Note also that backoff features greatly improve perplexity with minimal increase in model size, and the proposed entropy pruning method is also effective for models incorporating backoff features.

When we break down the pruning results by n-gram order, as in table 2, we see that the pruning algorithm is less aggressive when pruning more general features such as 2-grams and 3-grams than when pruning features with longer, more-specific contexts.

5.1.2. Beyond n-grams

To verify if the proposed entropy pruning model is also effective in models with a larger variety of features types, we trained a MaxEnt model with the following feature templates: word n-grams, $y, x_{i-1}, \cdots, x_{i-k}$ up to 5-gram; word cluster n-grams, $y, c(x_{i-1}), \cdots, c(x_{i-k})$ from 3 to 5-gram; skip 2-grams, $y, *, x_{i-k}$ up to 5 word gap; left and right skip 3-grams, $y, *, x_{i-k}+1, x_{i-k}$, and $y, x_{i-1}, *, x_{i-k}$ up to 3 word gap. To avoid overfitting, we only included features with frequency 2 or above.

Figure 4 shows the size and perplexity of various models. We observe that the algorithm is effective for models with diverse feature types. (Note that perplexity plateaus around 800M features; the difference in perplexity of models beyond this size is a fraction of a point and can be attributed to noise in the distributed training.)

5.2. Geographic adaptation experiments

One distinguishing feature of our MaxEnt models is the ability to adapt models to the speaker’s context — for example, to their geographic location [11]. An adapted model comprises a base language model, which is unchanged by the adaptation, and a smaller context-specific model adaptation which is trained against context-specific data and applied during prediction only when the user is in the appropriate context. By pruning our model adaptations, we can focus
5.3. ASR experiments

We conducted automatic speech recognition (ASR) experiments to gauge the impact of model pruning on automatic speech recognition quality. All experiments were based on Google’s cloud based mobile ASR system for Italian.\(^2\) This is a state of the art system with an LSTM acoustic model [12] and a 15 million n-gram LM for the first pass, estimated from various data sources using Bayesian interpolation [13]. In the second pass, a very large MaxEnt language model is used to rescore n-best lists generated by the first pass system.

The corpus used to train the second pass models consists of 35 billion words of mobile written sentences and a small subset of 15 million transcribed words. All data were anonymized and stripped of personally-identifying items. The vocabulary contains 3.9 million words. We rank the vocabulary according to frequency in automatically recognized ASR logs. The most frequent million words are clustered in 1000 clusters. The remaining words are assigned to a special cluster, \(<\text{TAIL}>\). For efficiency, we estimate its cluster conditional sub-model \(P(w|\Phi(W)), c(w) = <\text{TAIL}>\) is estimated via unigram relative frequencies instead of MaxEnt.

For training, we use stochastic gradient descent and the distributed IMI algorithm [14, 15]. Our training procedure consists of training on the training data for 5 IMI epochs using 500 worker machines, followed by 3 epochs of adaptation on the transcribed data subset [11]. This adaptation procedure only modifies features in contexts seen in the adaptation data.

We prune the initial 2 billion parameter MaxEnt 2nd pass language model to sizes varying from 25 million to 1 billion parameters. Pruning is performed before the adaptation epochs; we observed that, if we prune the final adapted model, the pruning algorithm discards the adapted features, leading to large quality losses. Figures 5 and 6 show the word error rate and size of models pruned using frequency and entropy pruning. We see that in the voice search test set WER is basically the same as using frequency pruning, but in the dictation test set entropy pruned models achieve up to 0.1% WER improvements.

\(^2\)We switch from English to Italian because we are benchmarking a full ASR system with our technique integrated, rather than just evaluating an LM trained on the 1 billion-word corpus, for which we do not have audio.
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