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ABSTRACT

Diffusion adaptation is an efficient strategy to perform distributed estimation over networks with streaming data. Existing diffusion-based estimation algorithms require the knowledge of analytical forms of the cost functions or their gradients associated with agents. This setting can be restrictive for practical applications where gradient calculation is difficult or systems operate in a black-box manner. Motivated by the advance of the zeroth-order (gradient-free) optimization, in this work we propose the zeroth-order (ZO) diffusion strategy using randomized gradient estimates. We also examine the stability conditions of the proposed ZO-diffusion strategy. Simulations are performed to examine properties of the algorithm and to compare it with its non-cooperative and stochastic gradient counterparts.

Index Terms— Distributed estimation, online learning, diffusion adaptation, zeroth-order optimization, stochastic optimization.

1. INTRODUCTION

Distributed adaptation over networks allows a collection of interconnected nodes to perform estimation tasks from streaming measurements. For online parameter estimation, among various strategies [1–7], diffusion adaptation [6,8] is an efficient strategy that is particularly attractive due to its enhanced adaptation performance and wider stability ranges [9]. Diffusion-based algorithms have been extensively studied, in respect of adaptation algorithms on agents, including diffusion least-mean square algorithm (LMS) [10,11], diffusion affine projection algorithm (APA) [12], diffusion Kalman filtering [13,14], diffusion recursive least-squares (RLS) [15], and in respect of cooperation strategies among agents [16,17].

An inspection on existing diffusion adaptation algorithms shows that they all require analytical forms of the cost functions associated with the agents during the optimization process. In many practical scenarios, this requirement can be restrictive since the explicit expression for a cost can be difficult to obtain, or the associated gradient can be difficult to compute. For example, in bandit optimization [18], a player receives partial feedback in terms of loss function values revealed by her adversary, and aims to determine the best decision based only on the observed function values. Similarly, in simulation-based optimization problems, there exist black-box computation models that only provide limited functional characteristics of the loss function, where explicit function expressions and their gradients are unavailable [19, 20]. In attacking black-box machine learning models, only the function values (e.g., prediction results) are provided [21]. Moreover, in some optimization tasks, acquiring the gradient information is difficult due to its complex form, e.g., involving high dimensional matrix inversion in problems of experimental design [22]. These facts motivate us to design gradient-free (namely, zeroth-order) optimization strategies.

Recently, zeroth-order optimization has received great attention by approximating the full gradient via a random gradient estimate [18, 23–26]. In our previous work [27], we derive ZO-Online ADMM by using such a random gradient estimate. In this work, we consider the problem of distributed estimation over networks with online streaming data, under a general scenario in which an agent only has access to the instantaneous cost function value. We apply zeroth-order gradient estimator to the adaptation step of the diffusion-based strategies, and propose the adapt-then-combine (ATC) ZO-diffusion adaption algorithm. We also provide the mean and mean-square stability conditions of the ATC ZO-diffusion algorithm. Finally, simulations are performed to examine convergence properties of the algorithm, and to compare it with its non-cooperative counterpart and the stochastic gradient counterpart.

Notation. All vectors are column vectors denoted by boldface small letters $\mathbf{x}$, and boldface capital letters $\mathbf{X}$ denote matrices. The superscript $(\cdot)^\top$ represents the transpose of a matrix or a vector. Mathematical expectation is denoted by $\mathbb{E}\{\cdot\}$. Identity matrix of size $N \times N$ is denoted by $I_N$. We denote by $\mathcal{N}_k$ the set of node indices in the neighborhood of node $k$, including $k$ itself. The operator $\text{col}\{\cdot\}$ stacks its vector arguments on the top of each other to generate a connected vector. The operator $\text{bdiag}\{\cdots\}$ forms a block diagonal matrix with its arguments. The other symbols will be defined in the context where they are used.

2. DIFFUSION ADAPTATION FOR DISTRIBUTED ESTIMATION

2.1. Modeling assumptions

We consider a connected network composed of $N$ nodes. The problem is to estimate, in a collaborative and distributed manner, an $M \times 1$ column vector $\mathbf{w}^*$ that minimizes a global cost of the form

$$J^\text{glob}(\mathbf{w}) = \sum_{k=1}^{N} J_k(\mathbf{w}) \quad (1)$$

with $J_k(\mathbf{w})$ denoting a real-valued function accessible to node $k$ that is assumed to be differentiable and strictly convex. In this work, we focus on the important case where all $J_k(\mathbf{w})$ have the same minimizer $\mathbf{w}^*$. This setting is referred to as single-task problems where nodes in a network need to work cooperatively to attain a common
object [28], while associating different minimizers to each node is a more generalized setting that could be studied via estimation over multitask networks [16].

### 2.2. Diffusion adaptation for distributed estimation

Among the several existing strategies for achieving the minimizer of (1), diffusion adaptation is an efficient approach that is particularly attractive due to its enhanced adaptation and performance and wider stability ranges. Diffusion strategies can be subdivided into two forms: the adapt-then-combine (ATC) and the combine-then-adapt (CTA) strategies. Let non-negative coefficients $c_{\ell k}$ and $a_{\ell k}$ be the $(\ell, k)$-th entries of a right-stochastic matrix $C$ and a left-stochastic matrices $A$ such that

$$C 1_N = 1_N, \quad A^T 1_N = 1_N$$

and

$$c_{\ell k} = 0, \quad a_{\ell k} = 0 \quad \text{if} \quad \ell \notin N_k.$$  

There are several ways to select the coefficients $c_{\ell k}$ and $a_{\ell k}$ such as using the averaging rule or the Metropolis rule. The ATC diffusion strategy is given by iterating the following two steps:

$$\psi_{k,n} = w_{k,n-1} - \mu_k \nabla w J_k(w_{k,n-1})$$

$$w_{k,n} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,n}$$

on each node $k$. The parameter $\mu_k$ in (4) denotes the positive step size on node $k$. In this setting, evaluating the gradient of $J_k$ at $w_{k,n-1}$ requires raw data exchange among agents. A simplified setting with $C = I_N$ leads to the ATC diffusion strategy without raw data exchange:

$$\psi_{k,n} = w_{k,n-1} - \mu_k \nabla w J_k(w_{k,n-1})$$

$$w_{k,n} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,n}$$

Note that the diffusion adaptation algorithms (4) and (5), (6) and (7) require the evaluation of the gradient of $J_k$.

### 3. ZERO-ORDER DIFFUSION ADAPTATION

Using the gradient of $J_k$, either in the exact form or in an stochastic form, relies on the fact that the analytical expression of $J_k$ is available and the associated gradient can be calculated with affordable complexity. These assumptions can be violated in some scenarios, and this motivates us to propose the zeroth-order diffusion strategy via randomized gradient estimator.

#### 3.1. Randomized gradient estimator

A randomized gradient estimator has been used to estimate the gradient of a smooth cost function in many types of zeroth-order optimization algorithms [23–26]. In a similar manner, we consider to apply such a strategy to the diffusion adaptation. This strategy replaces the gradient $g$ of a function $f$ defined on $\mathbb{R}^M$ with a randomized gradient estimate involving two function evaluations:

$$\hat{g}_f(y; z, \varepsilon) = \frac{f(y + \varepsilon z) - f(y)}{\varepsilon} z$$

where $z \in \mathbb{R}^M$ is a random vector drawn from a distribution $z \sim D$ with $D\left(zz^T\right) = I_M$, and $\varepsilon$ is a small positive smoothing constant. The rationale behind the estimator (8) is that $\hat{g}$ is an unbiased estimator of the directional derivative when the smoothing parameter $\varepsilon$ is taken close to zero [23].

#### 3.2. Zeroth-order diffusion adaptation

We now propose zeroth-order diffusion adaptation strategy. The major way to achieve the zeroth-order diffusion adaptation is to use the zeroth-order gradient estimator as introduced in (8).

We assume that at instant $n$, node $k$ has only access to the instantaneous value of the cost function $J_k$. This instantaneous function is denoted by $J_{k,n}(w)$ and parameterized by a random variable $x_{k,n}$.

$$J_{k,n}(w) = J_k(w; x_{k,n})$$

An example of this setting is the stochastic cost function with

$$J_k(w) = E_x \{J(w; x_{k,n})\}$$

where $E_x \{\cdot\}$ takes the expected value of its argument with respect to the random variable $x$.

Following [23, 29], we assume the following conditions for problem (1):

A1: $J_{k,n}$ is strictly convex, twice differentiable and Lipschitz continuous with $\mathbb{E}(\|\nabla J_{k,n}(w)\|^2) \leq c_1 < \infty$ for all $k$.

A2: The gradient of $J_{k,n}$ is Lipschitz continuous with parameter $L_k$, equivalently $\nabla J_{k,n} \leq L_k I_M$.

A3: The random vector in (8), for $z \sim D$ on $\mathbb{R}^M$, the quantity $M(D) = \sqrt{\mathbb{E}(\|z\|^2)}$ is finite, and there is a function $s : \mathbb{N} \rightarrow \mathbb{R}^+$ such that $\mathbb{E}(\|z\|^2) \leq s(M)\|a\|^2$ for all $a \in \mathbb{R}^M$.

Now applying the random gradient estimator (8) to the prototypes of diffusion adaptation steps (4) and (5), and considering that we only have access to instantaneous values of the functions $J_k$, yielding the zeroth-order diffusion adaptation

$$\psi_{k,n} = w_{k,n-1} - \mu_k \nabla w J_k(w_{k,n-1})$$

$$w_{k,n} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,n}$$

If the gradient estimators from the neighbors are not considered, i.e., by setting $C = I$, we have the following algorithm:

$$\psi_{k,n} = w_{k,n-1} - \mu_k \nabla w J_k(w_{k,n-1}; z_{k,n}; \varepsilon_{k,n})$$

$$w_{k,n} = \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,n}$$

#### 3.3. Minibatch strategy

The use of zeroth-order gradient estimates makes the convergence rate dependent on the dimension of optimization variables [23, 27]. In order to improve the convergence property of ZO-diffusion adaptation, we propose to use the minibatch strategy motivated by first-order online learning algorithms [29–31]. Instead of using a single sample as in (8), the average of $q$ random sub-samples $\{z_i\}_{i=1}^q$ are used for gradient estimation

$$\hat{g}_f(y; z, \varepsilon) = \frac{1}{q} \sum_{i=1}^q \frac{f(y + \varepsilon z_i) - f(y)}{\varepsilon} z_i.$$

We will empirically show that the convergence property of ZO-diffusion adaptation can be largely improved as the minibatch size $q$ increases.
4. STABILITY ANALYSIS

In this section, we will examine the stability conditions of the ZO-diffusion adaptation. Due to the space limitation, we focus on the case without exchanging gradient estimators, namely, using iterations defined in (13) and (14). Our analysis can be extended to iterations (11) and (12) with minor changes. We denote the difference between the optimum $w_k^*$ and the instantaneous estimate $w_{k,n}$ and intermediate estimate $\tilde{w}_{k,n}$ respectively by:

$$\tilde{w}_{k,n} = w_k^* - w_{k,n}$$  \hspace{1cm} (16)

$$\tilde{\psi}_{k,n} = w_k^* - \tilde{w}_{k,n}$$  \hspace{1cm} (17)

We collect information from across the network into block vectors and matrices. Let us denote by $\bar{w}_n$ the block weight error vector at instant $n$ of size $MN \times 1$, that is

$$\bar{w}_n = \text{col}\{\bar{w}_{1,n}, \ldots, \bar{w}_{N,n}\}$$  \hspace{1cm} (18)

 Subtracting the optimum $w_k^*$ from both sides of (11), the error update data relation is given by

$$\tilde{\psi}_{k,n} = \bar{w}_{k,n-1} + \mu_k \tilde{g}_{k,n}(w_{k,n-1})$$  \hspace{1cm} (19)

where we use $\tilde{g}_{k,n}(\cdot) = \tilde{g}_{k,n}(\cdot; z_{k,n}, \varepsilon_{k,n})$ for short. We then write the gradient estimator $\tilde{g}_{k,n}(\cdot)$ at $w'$ in form of

$$\tilde{g}_{k,n}(w') = \nabla_w \tilde{J}_k(w') + v_{k,n}(w')$$  \hspace{1cm} (20)

namely, we model the inaccuracy in a gradient vector with some gradient noise component $v_{k,n}(\cdot)$.

**Lemma 1** Given $w'$, $\varepsilon_{k,n}$ and $z_{k,n} \sim D$,

$$E_x \{\tilde{g}_{k,n}(w')\} = \nabla_w J_k(w') + z_{k,n} I_M$$  \hspace{1cm} (21)

$$E_x \{||\tilde{g}_{k,n}(w')||^2\} \leq 2s(M) ||\nabla_w J_k(w')||^2 + \frac{1}{2} \mu_k^2 \sum_{n=1}^{N} I_{M}$$  \hspace{1cm} (22)

with $||\nu'(w', \beta_n)|| \leq \frac{1}{2} E_x \{||\nu||^2\}$.

The above results are directly obtained from [23, Lemma 1]. We see from Lemma 1 that the zeroth-order estimator of the gradient is biased. However, when the smoothing parameter $\varepsilon_{k,n}$ is small enough, $\tilde{g}_{k,n}(w')$ becomes an unbiased estimator of $\nabla_w J_k(w')$. Decomposition (20) and Lemma 1 directly lead to the fact that the norm of the gradient is bounded, i.e.,

$$E\{||v_{k,n}(w')||^2\} \leq E\{||\tilde{\psi}_{k,n}(w')||^2\} \leq \tau$$  \hspace{1cm} (23)

with $\tau$ being a constant dependent of $s(M)$, $c_1$, $\sigma(D)$. (23). For the twice-differentiable function, we have

$$\nabla_w J_k(w_{k,n-1}) = [\int_0^1 \nabla_w J_k(w_{k}^* - t\tilde{w}_{k,n-1}) dt] \tilde{w}_{k,n-1}$$  \hspace{1cm} (24)

$$\nabla^2_w J_k(w_{k,n-1}) = \mathbf{H}_{k,n-1}$$  \hspace{1cm} (25)

$$\mathbf{H}_{k,n-1} = \frac{\partial}{\partial w} J_k(w_{k,n-1})$$  \hspace{1cm} (26)

by noticing the fact $\nabla_w J_k(w_{k}^*) = 0$ and introducing the symmetric random matrix $\mathbf{H}_{k,n-1} = \int_0^1 \nabla^2_w J_k(w_{k}^* - t\tilde{w}_{k,n-1}) dt$. Under A.2, it is easy to verify that [8]

$$\mathbf{H}_{k,n-1} \leq L_k I_M$$  \hspace{1cm} (27)

4.1. Mean stability analysis

With the expression of $\nabla_w J_k(w_{k,n-1})$, weight error recursion (19) can then be written with $H_{k,n-1}$ by:

$$\tilde{\psi}_{k,n} = (I_L - \mu_k H_{k,n-1}) \tilde{w}_{k,n-1} + v_{k,n}(w_{k,n-1})$$  \hspace{1cm} (28)

Defining the matrix $\mathbf{A} = \mathbf{A} \otimes I_M$, the network weight error vector $\mathbf{E}\{\tilde{w}_n\}$ evolves according to

$$\mathbf{E}\{\tilde{w}_n\} = \mathbf{B} \mathbf{E}\{\tilde{w}_{n-1}\} + \mathbf{E}\{v_{n-1}\}$$  \hspace{1cm} (29)

where we define

$$\mathbf{B}_n = \mathbf{A}^T (\mathbf{I}_M - \mu_k \text{diag}(\mathbf{H}_{1,n} \ldots, \mathbf{H}_{N,n}))$$  \hspace{1cm} (30)

and $\mathbf{B} = \mathbb{E}\{\mathbf{B}_n\}$. From (23) we know that $\mathbb{E}\{v_{n-1}\}$ is bounded, thus the stability of (29) is governed by the stability of $\mathbf{B}$, namely,

$$\rho(\mathbf{A}^T (\mathbf{I}_M - \mu_k \text{diag}(\mathbb{E}\{\mathbf{H}_{1,n} \ldots, \mathbb{E}\{\mathbf{H}_{N,n}\}\})) < 1$$  \hspace{1cm} (31)

where $\rho(\cdot)$ denotes the spectral radius of a matrix. Considering properties of $\mathbf{A}^T$ [6] and (27), this requirement leads to the condition:

$$\mu_k < \frac{2}{L_k}.$$  \hspace{1cm} (32)

4.2. Mean-square stability analysis

We then perform the mean-square stability analysis relying on a set of inequality recursions that will enable us to bound the steady-state mean-square-error. Equating the squared Euclidean norms of both sides of (28), applying the expectation operator, we have

$$\mathbb{E}\{||\tilde{\psi}_{k,n+1}||^2\} = \mathbb{E}\{||\tilde{w}_{k,n}||^2 + 2\mu_k \mathbb{E}\{||v_{k,n}(\tilde{w}_{k,n-1})||^2\} + \mu_k \mathbb{E}\{||v_{k,n}(\tilde{w}_{k,n-1})||^2\} \}$$  \hspace{1cm} (33)

with $\mathbf{B}_{k,n-1} = \mathbf{I}_M - \mu_k H_{k,n-1}$. Using Cauchy-Schwarz inequality and the bound in (23), we have an upper bound of $\mathbb{E}\{||\tilde{\psi}_{k,n+1}||^2\}$

$$\leq \mathbb{E}\{||\tilde{w}_{k,n}||^2 + 2\mu_k \mathbb{E}\{||v_{k,n}(\tilde{w}_{k,n-1})||^2\} + \mu_k \mathbb{E}\{||v_{k,n}(\tilde{w}_{k,n-1})||^2\} \}$$  \hspace{1cm} (34)

where $\gamma_k = |1 - \mu_k L_k|$, note that $\mathbb{E}\{||\tilde{w}_{k,n-1}||^2\}$ is bounded with the mean stability condition (32). Subtract $\tilde{w}_{k,n}$ from both side of (14), and note that $\mathbf{A}$ is a left-stochastic matrix, the weight error vectors $\tilde{w}_{k,n}$ and $\tilde{\psi}_{k,n}$ are related by $\tilde{w}_{k,n} = \sum_{\ell \in N_k} a_{k,\ell} \tilde{\psi}_{\ell,n}$. Further considering that $||\cdot||^2$ is a convex function, by Jensen’s inequality and taking expectation we obtain

$$\mathbb{E}\{||\tilde{w}_{k,n}||^2\} \leq \sum_{\ell \in N_k} a_{k,\ell} \mathbb{E}\{||\tilde{\psi}_{\ell,n}||^2\}$$  \hspace{1cm} (35)

We then introduce the following network mean-square-error vectors:

$$\mathbf{C}_n = (\mathbb{E}\{||\tilde{w}_{1,n}||^2\}, \ldots, \mathbb{E}\{||\tilde{w}_{N,n}||^2\})^T$$  \hspace{1cm} (36)

Combining all three inequalities leads to

$$\mathbf{C}_n = \mathbf{A}^T \text{diag}([\gamma_1^2, \ldots, \gamma_N^2]) \mathbf{C}_{n-1} + \mathbf{A}^T \mathbf{P}_{n-1}$$  \hspace{1cm} (37)

with $\mathbf{P}_{n-1}$ denoting the bounded vector whose entries are given by the last two terms in (34). For such a recursion with a bounded driven term, the stability is governed by $\gamma_k < 1$, which also leads to

$$\mu_k < \frac{2}{L_k}.$$  \hspace{1cm} (38)
5. SIMULATIONS

We now report simulation results to illustrate the properties of the proposed ZO-diffusion adaptation algorithm. All nodes were initialized with zero parameter vectors \( w_{k,0} = 0 \). Simulation curves were obtained by averaging over 100 trials.

Consider the network of 16 agents depicted in Fig. 2(a). We suppose agent \( k \) is associated with the local cost \( J_k(w) \) in form of

\[
J_k(w) = \mathbb{E}(d_{k,n} - w^T x_{k,n})^2
\]

(39)

where \( \{x_{k,n}\} \) are a random vectors of length \( M \), and \( d_{k,n} = x_{k,n}^T w^T + z_{k,n} \) where \( z_{k,n} \) are a zero-mean Gaussian noise with variance \( \sigma_z^2 \), independent of any other signals. It is clear that (39) is the mean-square error criterion with regressor \( x_{k,n} \) and dependent variable \( d_{k,n} \). We use (39) as an illustrative example by considering that we only have access to instantaneous function value \( J_{k,n} = (d_{k,n} - w^T x_{k,n})^2 \), without knowledge of \( \{w_{k,n}, d_{k,n}\} \). To perform simulations, the system order is set to \( M = 50 \). The regression inputs \( x_{k,n} \) are zero-mean \( M \times 1 \) random vectors governed by a Gaussian distribution with covariance matrices \( R_{k,k} = \sigma^2_{x,k} I_M \).

We set the unknown variable vector \( w^* \) to be a fixed set of variables sampled from \( \mathcal{N}(0, 1) \). For the combination step, we use a uniform combination matrix \( A \) such that \( a_{kk} = \frac{1}{|\mathcal{K}|} \), and set \( C = I_N \) for simplicity. For generating random gradient estimators, the random vector \( z \) is sampled from \( \mathcal{N}(0, I_M) \).

In order to examine the effects of parameters in the ZO-diffusion adaptation algorithm, we vary the gradient estimate parameter \( \varepsilon \) and minibatch parameter \( q \). We first test \( \varepsilon \) with values \( \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\} \) with fixed \( q = 10 \), and then test \( q \) with values 5 to 50 with increments of 5, using fixed \( \varepsilon = 10^{-2} \). All these tests are with a fixed step size \( \mu_k = 0.01 \) for all nodes. Fig. 1(a) shows that the mean-square deviation (MSD) convergence behavior with varied \( \varepsilon \). It is observed that MSD learning curves have almost the same convergence rates and steady-state performance with all these values, except for a large value \( \varepsilon = 0.1 \). This result indicates that the convergence property is not significantly varied with a reasonably small \( \varepsilon \). Fig. 1(b) shows that ZO-diffusion adaptation achieves a better steady state performance with an increased minibatch size \( q \), since a larger \( q \) yields a better estimate of the gradient.

We then compare the ZO-diffusion adaptation strategy with its non-cooperative counterpart, and also with the diffusion LMS algorithm. In this simulation, we set \( q = 20 \) and \( \varepsilon = 0.01 \) for zeroth-order strategies. We set step size \( \mu_k = 0.002 \) for all zero-type algorithms, and \( \mu_k = 0.01 \) for diffusion LMS. MSD learning curves of these algorithms and settings are shown in Fig. 1(c). The cooperative ZO-diffusion adaptation has significant advantage over its non-cooperative counterpart in convergence property. Diffusion LMS exhibits a better performance while it requires the knowledge of analytical form of the cost.

6. CONCLUSION AND PERSPECTIVE

In this paper, we considered a network operating with applications where the analytical forms of cost functions are not accessible. In order to perform distributed estimation, we introduced the zeroth-order gradient estimator into the diffusion-based adaptation strategy, and proposed a combine-then-adapt ZO-diffusion algorithm. Stability conditions were established for the algorithm. Simulations validated the proposed strategy. Our future work will include analyzing the convergence rate of ZO-diffusion algorithm, and considering costs with extra optimization constraints.
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