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ABSTRACT

Given a data matrix with partially observed entries, the low-rank matrix completion problem is one of finding a matrix with the lowest rank that perfectly fits the given observations. While there exist convex relaxations for the low-rank completion problem, the underlying problem is inherently non-convex, and most algorithms (alternating projection, Riemannian optimization, etc.) heavily depend on the initialization. This paper proposes an improved initialization that relies on successive rank-1 updates. Further, the paper proposes theoretical guarantees under which the proposed initialization is closer to the unknown optimal solution than the all zeros initialization in the Frobenius norm. To cope with the problem of local minima, the paper introduces and uses random norms to change the position of the local minima while preserving the global one. Using a Riemannian optimization routine, simulation results reveal that the proposed solution succeeds in completing Gaussian partially observed matrices with a random set of revealed entries close to the information-theoretical limits, thereby significantly improving on prior methods.

Index Terms— Matrix completion, rank minimization, Riemannian optimization, rank-1 update, random matrices.

1. INTRODUCTION

Real-world data sets come, often times, naturally in a matrix form with missing entries. From such partially revealed model, one wishes to infer the remaining entries. For example, in the collaborative filtering problem [1], companies are interested in predicting their consumers’ preferences in order to provide them with recommendations.

Recovering the missing data is generally an ill-posed problem due to the existence of an infinite number of solutions. Indeed, filling the missing entries with any values completes the matrix. However, the data is highly redundant which, often, means that the matrix is low-rank. Indeed, due to the fact that few features contribute to a person’s rating, the Netflix problem [2], a famous instance of collaborative filtering problems, has a low-rank solution.

Rank minimization of a partially observed matrix is NP-hard [3], even for a matrix of rank 4 [4]. The influential paper [5] demonstrates that the problem can be well-approximated and efficiently solved by semi-definite programming (SDP) [6, 7] using the nuclear norm relaxation. Besides the nuclear norm relaxation, multiple non-convex methods have been proposed in the literature. For example, the authors in [8] suggest an alternating minimization approach and the authors in [9] propose an adaptive sampling approach to solving the more general problem of tensor completion. Similarly, taking advantage of the geometry of the low-rank constraint, the authors in [10] recast the problem as an unconstrained optimization on the Grassmann manifold. Reference [11] suggests a regularized version of the Riemannian optimization and shows its convergence.

As mentioned earlier, the low-rank matrix completion problem is intrinsically non-convex. Many of the local optimization algorithms start with an initialization, and therefore, the performance heavily depends on that initialization. The paper’s main contribution is to propose a rank-1 update based approach to discover an improved initialization and gives theoretical guarantees under which the found initial point is closer to the unknown optimal solution than the all zeros initialization in the Frobenius norm sense.

The philosophy of the approach is a greedy determination of the best rank-1 update such that the distance to the partially observed data is minimized. Such rank-1 updates have been used in different contexts in the literature, e.g., [12, 13, 14, 15, 16]. However, the aforementioned works used the approach to directly solve the problem whereas this paper aims to discover an improved initialization to solve the original non-convex problem. The work is closely related to the orthogonal rank-1 pursuit in [17]. However, instead of considering the usual Frobenius norm for which the rank-1 update is no longer orthogonal, this paper builds an algebraic structure for which the update is indeed orthogonal in the appropriate weighted Frobenius norm. To the best of the authors’ knowledge, the theoretical guarantees and the proofs technique and tools are novel. To mitigate the effect of the local minima, the paper introduces a random norm that randomizes the locations of the local minima while preserving the global one. Therefore, by starting near the global solution and shuffling the positions of the local minima, the proposed algorithm has a high probability of success which is confirmed by the simulation results.
2. DEFINITIONS AND PROBLEM FORMULATION

2.1. Notation and Definitions

Throughout this paper, vectors and matrices are denoted by bold lower and upper case characters, respectively. For a vector \( \mathbf{x} \), the notation \( x_i \) refers to the \( i \)-th entry of the vector. Likewise, for a matrix \( \mathbf{X} \), the notations \( x_{ij} \) and \( \mathbf{X}_{ij} \) represent the \( i \)-th columns and the entry at the \( i \)-th row and the \( j \)-th column, respectively. The \( l_2 \) and the Frobenius norms of a vector \( \mathbf{x} \) and a matrix \( \mathbf{X} \) are denoted by \( \| \mathbf{x} \|_2 \) and \( \| \mathbf{X} \|_F \), respectively. The weighted Frobenius norm of a matrix \( \mathbf{X} \), wherein the weighing matrix \( \Psi \) consists of positive entries, is defined by \( \| \mathbf{X} \|_\Psi = \| \sqrt{\Psi} \odot \mathbf{X} \|_F \), where \( \odot \) represents the usual Hadamard product of two matrices \( \mathbf{X} \) and \( \mathbf{Y} \), i.e., \( (\mathbf{X} \odot \mathbf{Y})_{ij} = X_{ij}Y_{ij} \), and \( \sqrt{\Psi} \) is the entry-wise square root of the matrix \( \Psi \).

The set of strictly positive integers less than \( n \), i.e., \( \{1, \ldots, n\} \), is denoted by \([n]\). The set of strictly positive pair of integers \( (i,j) \) with \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \) is denoted by \([n_1] \times [n_2]\).

Let \( \mathbf{A} \) be an \( n_1 \times n_2 \) partially observed matrix and let \( \Omega \subseteq [n_1] \times [n_2] \) be the set of observed indices. The paper uses the standard assumption that entries are revealed identically and independently from a uniform distribution with probability \( p \). For ease of notations, we use the symbol \( \Omega \) to denote the binary matrix such that \( \Omega_{ij} = 1 \) if and only if the entry is revealed. The complement of \( \Omega \), i.e., the set of unknown entries, is denoted by \( \Omega^c = [n_1] \times [n_2] \setminus \Omega \).

**Definition 1.** A matrix \( \mathbf{B} \in \mathbb{R}^{n_1 \times n_2} \) is said to fit the partially observed matrix \( \mathbf{A} \) of size \( n_1 \times n_2 \) and observed set \( \Omega \) if and only if \( \mathbf{A}_{ij} = \mathbf{B}_{ij}, \forall (i,j) \in \Omega \). For such matrices, we use the notation \( \mathbf{A} \simeq \mathbf{B} \). The index \( \Omega \) in \( \simeq_{\Omega} \) is omitted in the rest of the paper as it is clear from the context.

2.2. Problem Formulation

Given a partially observed data matrix \( \mathbf{A} \) of size \( n_1 \times n_2 \) with observed set \( \Omega \), the problem of low-rank matrix completion is the problem of finding a low-rank matrix that fits the data. In other words, the goal is to find matrix \( \mathbf{A}^\star \) such that:

\[
\mathbf{A}^\star = \arg \min_{\mathbf{X} \in \mathbb{R}^{n_1 \times n_2}} \text{Rank}(\mathbf{X}) \quad \text{subject to} \quad \mathbf{X} \simeq \mathbf{A}.
\]

The paper uses the standard assumption that the matrix \( \mathbf{A}^\star \) is unique for a sufficient number of revealed entries. It also uses the standard assumption that the entries of \( \mathbf{A}^\star \) are drawn from the same distribution, e.g., \( \mathbf{A}^\star = \mathbf{U}\mathbf{V}^T \), with \( \mathbf{U} \) and \( \mathbf{V} \) being two independent standard normal matrices. Define \( r^\star = \text{Rank}(\mathbf{A}^\star) \) as the minimum achievable rank. Assuming that the completion rank \( r^\star \) is given a priori, a traditional method to efficiently solving the above problem with a moderate computation complexity is to reinterpret the problem as an optimization on the Grassmann manifold. While such optimization is efficient, it is intrinsically non-convex, and thus, its performance highly depends on the used initialization. The rest of this paper suggests an improved initialization based on a rank-1 update approach. Strong theoretical guarantees are given to attest the efficiency of the initialization.

3. PROPOSED IMPROVED_INITIALIZATION

3.1. Problem Reformulation

As shown in the previous section, solving the matrix completion problem requires an exponential number of floating point operations. This section proposes an iterative approach to the problem by introducing the “distance” operator \( \| \mathbf{A} - \mathbf{X} \|_{\Omega}^2 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (A_{ij} - X_{ij})^2 \Omega_{ij} \). This section suggests replacing the matrix completion problem (1) by the following set of fixed rank optimization problems indexed by \( n \):

\[
\left( P_n \right) \quad \min_{\mathbf{X} \in \mathbb{R}^{n_1 \times n_2}} \| \mathbf{A} - \mathbf{X} \|_{\Omega}^2 \quad \text{s.t.} \quad \text{Rank}(\mathbf{X}) = n.
\]

Let \( r^\star \) be the smallest index \( n \) for which the program \( \left( P_n \right) \) in (2) produces a zero solution, then \( r^\star \) is the rank of the optimal solution to the matrix completion optimization problem in (1). Furthermore, we have \( \mathbf{A}^\star \simeq \mathbf{X}_{r^\star} \), wherein \( \mathbf{A}^\star \) and \( \mathbf{X}_{r^\star} \) are the optimal arguments of (1) and (2).

The set of \( \left( P_n \right) \) suffers from the rank constraint that makes it difficult to solve. Indeed, the search space, i.e., matrices of a given rank, is neither linear nor convex. Hence, unless a good initialization is provided, the problem suffers from local optima. Furthermore, solving \( \left( P_n \right) \) iteratively until reaching the rank \( r^\star \) is not only a computation bottleneck but also a waste of computational resources as each iteration does not use the result of the previous one. The rest of the paper circumvents these drawbacks by adding extra constraints to the successive problem to produce the improved initialization.

3.2. Proposed Initialization

As discussed above, in the initial step, the closest rank-1 matrix to the solution is discovered. In other words, the solution \( \mathbf{X}_1^\star \) is initialized by solving \( \left( P_1 \right) \). For \( n > 1 \), the problems \( \left( P_n \right) \) are difficult to solve and do not use the previous results. This section suggests updating the existing solution
with a rank-1 matrix to find the solution to the next problem. In particular, it solves, at each iteration \( n \), the distance minimization problem (2) by imposing a certain structure to the solution. In this context, the proposed modified fixed rank optimization problem is formulated as follows:

\[
(P'_n) \quad X^*_n \in \arg\min_{X \in \mathbb{R}^{n_1 \times n_2}} \|A - X\|_\Omega^2 \\
\text{s.t.} \quad X = X_{n-1} + xy^T, \quad x \in \mathbb{R}^{n_1}, \ y \in \mathbb{R}^{n_2} \quad (3)
\]

with the initialization \( X^*_1 = 0 \). The steps of the algorithm are summarized in Algorithm 1. All the optimization algorithms are solved in this paper by using a Riemannian optimization routine on the manifold of low-rank matrices [18].

### 4. PERFORMANCE ANALYSIS AND IMPLEMENTATION

This section derives conditions under which the found initialization is closer to the global optimal solution to the matrix completion problem than the all zeros initialization in the Frobenius norm sense. To cope with the presence of local minima, we further present an implementable version that randomizes the local optima while preserving the global one.

#### 4.1. Performance Analysis

In general, there is a discrepancy between the solutions produced by the optimization problems \((P_n)\) and \((P'_n)\). Nevertheless, under some conditions, the solution reached by \((P'_n)\) presents an improved initialization to solving the fixed rank optimization. The section exhibits conditions under which the output of \((P'_r)\) is a good initialization. Such sufficient conditions are obtained by introducing the extended singular value decomposition (E-SVD).

The E-SVD can be computed efficiently. However, due to space limitation, such construction is omitted herein and only the properties of the decomposition are given. The decomposition allows to write the partially observed matrix as the sum of rank one matrices that are orthogonal in the \( \Omega \)-norm sense. In other words, extended singular value decomposition of a partially observed matrix is \( A \simeq \sum_{i=1}^{n} \sigma_i u_i v_i^T \) with \( \langle u_i v_i^T | u_j v_j^T \rangle _\Omega = \delta_{ij}, \ 1 \leq i, j \leq n \). Normalizing the right (only one side can be normalized) generalized eigenvectors, the decomposition can be written in the compact form \( A \simeq U \Sigma V^T \) with \( U = [u_1, \ldots, u_n] \in \mathbb{R}^{n_1 \times n} \) and \( V = [v_1, \ldots, v_n] \in \mathbb{R}^{n_2 \times n} \), \( n = \min(n_1, n_2) \) satisfying \( U^T U = \text{diag}(\gamma_1, \ldots, \gamma_n) \) and \( V^T V = I_n \). Therefore, the \( \Omega \)-norm of \( A \) is given by \( \|A\|_\Omega^2 = \sum_{i=1}^{n} \sigma_i^2 \).

The solution \( X_\star \) reached by \((P'_r)\) presents an improved initialization to solving the matrix completion problem if the criteria given in the following theorem is satisfied:

**Theorem 1.** A sufficient condition for the output \( X_\star \) of Algorithm 1 after \( r^\star \) iterations to serve as a good initialization to solving the matrix completion problem \((P_r)\) in (2), in the sense that it is closer in the Frobenius norm to the optimal solution than the all zeros matrix, is:

\[
(1 - \alpha)\|A - U_r \Sigma_r V_r^T\|_\Omega^2 \leq \sqrt{1 + \alpha^2}\|A\|_\Omega.
\]

where \( U \Sigma V^T \) is the extended generalized singular value decomposition of \( A \), \( U_r \Sigma_r V_r^T \) is the truncated E-SVD, and \( \alpha = \sqrt{\frac{\sigma_r}{p}} \), with \( p \) being the probability that an entry is revealed.

It is worth mentioning that the above theorem shows that the performance of the initialization can be assessed even before computing the actual point as it only requires computing the extended singular value which can be done efficiently in \( n^4 \) operations. Furthermore, note that the sufficient condition given in Theorem 1 does not require knowledge of the completed matrix \( A \). Indeed, the knowledge of the partially observed matrix is sufficient to construct the extended singular value decomposition and to verify how good the initial guess is. However, since the condition is only sufficient, the actual initialization may be good even when the conditions of Theorem 1 are not met.

#### 4.2. Implementation

Due to the presence of local minima, initializing the algorithm close to the optimal does not guarantee convergence to the global minimum. In order to cope with the local minima, the paper introduces the following inner product \( \langle X | Y \rangle_\Psi = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} X_{ij} Y_{ij} \Psi_{ij} \), wherein the matrix \( \Psi \) satisfies \( \Psi_{ij} > 0 \) if \((i, j) \in \Omega\) and 0 otherwise.

To mitigate the effects of the local minima, this section proposes using the previously defined \( \Psi \)-norms as an objective function when solving the optimization problem \((P_r)\) in (2). Indeed, all \( \Psi \)-norms conserve the fitting property, i.e., if \( X \simeq A \), then \( \|X - A\|_\Psi^2 = 0 \) for all \( \Psi \). However, the local minima of these norms do not necessary match since the result depends on the particular \( \Psi \). Therefore, by exploiting the diversity of \( \Psi \)'s, a closer initialization point translates to a better convergence as shown in [19] in the context of a weighted low-rank approximation. The details of the algorithm are displayed in Algorithm 2.
5. SIMULATION RESULTS

To attest the effectiveness of the proposed algorithm, this section shows simulation results of square $n \times n$ matrices of rank $r$. The matrix $A$ is generated by multiplying two $n \times r$ independent and identically distributed (i.i.d) Gaussian matrices $U$ and $V$ as $A = UV^T$. The set of revealed entries is sampled independently from a Bernoulli random variable with probability $p$. The fixed rank optimization problem ($P_n$) is solved using the ManOpt toolbox for Riemannian optimization algorithms on manifolds provided in [18] and the trust-region algorithm [10]. These simulations use a maximum of $T = 10$ Ψ-norm. The recovery is declared perfect if $||X^* - A||_F/||A||_F < 10^{-3}$. The color of each pixel reflects the average success with black being 100% failure and white being 100% success.

Figure 1 (a) plots the success rate of the proposed algorithm against both the rank of the partially observed matrix and the fraction of the revealed entries for a randomly generated matrix $50 \times 50$ for a maximum number of 500 iteration. Figure 1 (b) shows the performance of the nuclear norm approach. Unlike the proposed algorithm, the convex nuclear norm relaxation often times returns a matrix with a higher rank than wanted. For fair comparison, the solution $X^*$ obtained by the nuclear norm relaxation is projected by using the Eckart-Young-Mirsky low-rank approximation. By comparing both results from Figure 1 (a) and Figure 1 (b), it can be concluded that the proposed algorithm significantly outperforms the nuclear norm minimization in all configurations of rank and fraction of revealed entries.

The second part of the simulation compares the convergence speed for different initialization points using the same trust-region algorithm [10]. Since the initialization $A = U_r \Sigma_r V_r^T$, i.e., the Eckart-Young-Mirsky low-rank approximation of $A \odot \Omega = U \Sigma V^T \odot \Omega$, usually gives better results than the all zeros matrix, it is used in the simulations.

Figure 2 plots the success rate of correctly recovering a $50 \times 50$ randomly generated matrix against the fraction of revealed entries and the rank of the partially observed matrix for a fixed number of 50 iteration of the trust-regions algorithm for the proposed initial guess $X$ and one found in literature $U_r \Sigma_r V_r^T$. For the same computational resources, the proposed algorithm is able to recover more matrices. An average comparison between the figures reveals that the proposed algorithm outperforms the initialization $U_r \Sigma_r V_r^T$ in almost all configurations.

Finally, to attest the performance of the proposed initialization in finding the optimum of the fixed rank optimization ($P_r$) against the completion rank $r$ for the Jester Datasets 1.

For a fixed number of 50 iteration of the trust-regions algorithm for the proposed initial guess $X$ and the one found in literature $U_r \Sigma_r V_r^T$. For the same computational resources, the proposed algorithm is able to recover more matrices. An average comparison between the figures reveals that the proposed algorithm outperforms the initialization $U_r \Sigma_r V_r^T$ in almost all configurations.

Figure 3 shows the performance of the proposed initialization. One can note that the proposed scheme systematically outperforms the arbitrary initialization which confirms that it allows starting the optimization procedure near to the optimum.
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