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ABSTRACT

In this paper, we present a calibration algorithm for acoustic vector sensors arranged in a uniform linear array configuration. To do so, we do not use a calibrator source, instead we leverage the Toeplitz blocks present in the data covariance matrix. We develop linear estimators for estimating sensor gains and phases. Further, we discuss the differences of the presented blind calibration approach for acoustic vector sensor arrays in comparison with the approach for acoustic pressure sensor arrays. In order to validate the proposed blind calibration algorithm, simulation results for direction-of-arrival (DOA) estimation with an uncalibrated and calibrated uniform linear array based on minimum variance distortion less response and multiple signal classification algorithms are presented. The calibration performance is analyzed using the Cramér-Rao lower bound of the DOA estimates.

Index Terms— Acoustic vector sensor, direction-of-arrival estimation, gain estimation, phase estimation, self calibration.

1. INTRODUCTION

Direction-of-arrival (DOA) estimation of outdoor acoustic sources using a network of passive sensors is crucial for ground surveillance [1] and target tracking [2]. Traditionally, microphone/pressure sensor arrays (APS) arrays are deployed for such tasks. However, with the advances in the sensor technology, transducers that are capable of measuring vector quantities such as particle velocity are becoming practically feasible [3–5]. An acoustic vector sensor (AVS) is one such device that can measure both the acoustic pressure and particle velocity at a given spatial location [6, 7]. It comprises of an omni-directional microphone and two (or three) particle velocity transducers each aligned along the coordinate axes either in $\mathbb{R}^2$ (or $\mathbb{R}^3$) [5]. An array of AVSs has several advantages compared to an equivalent aperture APS array [6,8].

For DOA estimation using spatially distributed AVS or APS arrays, many advanced algorithms that yield highly accurate estimates are developed, such as minimum variance distortionless response (MVDR) beamformer [9] and subspace-based methods like multiple signal classification (MUSIC) [10]. However, these algorithms are highly sensitive to sensor position errors, bearing errors, and other modeling parameters such as relative gain and phase variations within as well as among sensors. Although with proper care while building the array the positional and bearing errors can be minimized, modeling parameters usually vary with time and environmental conditions. Therefore, the array has to be calibrated from time to time. In this paper, we focus on gain and phase calibration of AVS arrays.

Currently, sophisticated calibration techniques are employed to correct for the gain and phase mismatch between the pressure and particle velocity channels [11, 12], e.g., using a calibrator source in a controlled environment. The data acquisition electronics (e.g., oscillator and amplifier) of the AVS drifts over period of time and it requires recalibration. Also, the lack of orthogonality between the channels of the particle velocity transducers contribute to the gain and phase mismatch. This means that a calibrator source has to be deployed in the field or the AVSs in the array have to be brought back to the calibration room. To avoid such complications, we explore calibrator-source-free or blind calibration techniques for AVS arrays arranged in a uniform linear array (ULA) configuration. The presented approach is inspired by the blind calibration method for APS ULA presented in [13], wherein the Toeplitz structure in the covariance matrix was utilized. An extension of this approach to any arbitrary array configuration was presented in [15]. Even though the covariance matrix of the AVS ULA is not Toeplitz, it has Toeplitz blocks. Due to which, the AVS array cannot be treated as an APS array with a larger aperture for calibration. We exploit the structure in the Covariance matrix to create a linear system of equations to estimate the unknown gain and phase uncertainties. Also, we will discuss the differences between the calibration algorithm for AVS arrays and APS arrays, which is a rather well-studied problem. Once the gain and phase uncertainties are corrected for, any standard DOA estimation technique can be employed.

2. SYSTEM MODEL

Consider a ULA of $M$ AVSs. Each AVS consists of three elements (one pressure and two particle velocity transducers), which we denote with the subscripts $P$, $X$, and $Y$ throughout this paper. With the notation, $A_M$ for $M \in \{P, X, Y\}$, we mean $A_P$, $A_X$, and $A_Y$, respectively.

Let us denote the unknown gain and phase parameters as $\psi \in \mathbb{R}^{3 M}$ and $\phi \in \mathbb{C}^{3 M}$, respectively, where these vectors have components related to the transducers in the array, i.e.,

$$\psi = [\psi_P, \psi_X, \psi_Y]^T,$$

$$\phi = [\phi_P, \phi_X, \phi_Y]^T,$$

with length-$M$ vectors $\psi_M = [\psi_{M,1}, \ldots, \psi_{M,M}]^T$ and $\phi_M = [e^{j \phi_{M,1}}, \ldots, e^{j \phi_{M,M}}]^T$ denoting the gain and phase vectors related to the type-$M$ transducer in the array.

Assume that there are $D$ far-field narrowband uncorrelated sources with wavenumber $k = 2 \pi / \lambda$ impinging on the array from azimuth angles $\theta = [\theta_1, \theta_2, \ldots \theta_D]^T \in \mathbb{R}^{D \times 1}$. The received signal...
can be collected in \( r(t) \in \mathbb{C}^{3M \times 1} \) and is given by
\[
\mathbf{r}(t) = \text{diag}(\psi) \text{diag}(\phi) [\mathbf{A}(\theta) \mathbf{s}(t) + \mathbf{n}(t)],
\]
where \( \mathbf{s}(t) = [s_1(t) \ s_2(t) \ \cdots \ s_D(t)]^T \in \mathbb{C}^D \) is the source signal vector, \( \mathbf{n}(t) \) is the noise vector, and \( \mathbf{A}(\theta) = [\mathbf{a}(\theta_1) \ \mathbf{a}(\theta_2) \ \cdots \ \mathbf{a}(\theta_D)] \in \mathbb{C}^{3M \times D} \) is the array manifold matrix. The \( d \)th column of \( \mathbf{A}(\theta) \) is given by the corresponding length-3M AVS array steering vector
\[
\mathbf{a}(\theta_d) = [\mathbf{a}_P^T(\theta_d) \ \mathbf{a}_X^T(\theta_d) \ \mathbf{a}_Y^T(\theta_d)]^T,
\]
with
\[
\mathbf{a}_P(\theta_d) = \begin{bmatrix} e^{j k \cos(\theta_d)} & \ldots & e^{j (M-1) k \cos(\theta_d)} \end{bmatrix}^T \in \mathbb{C}^{M \times 1},
\]
being the equivalent APS array steering vector. Here, \( l \) is the inter-element spacing.

In this work, we assume that \( \mathbf{s}(t) \) and \( \mathbf{n}(t) \) are uncorrelated, and that they are realizations of an independent and identically distributed (i.i.d.) complex Gaussian process with zero mean and unknown covariance matrix \( \mathbf{R}_s = \mathbb{E}\{\mathbf{s}(t)\mathbf{s}^H(t)\} \) and \( \mathbf{R}_n = \mathbb{E}\{\mathbf{n}(t)\mathbf{n}^H(t)\} \), respectively. Without loss of generality, we assume that \( \mathbf{R}_s \) is a diagonal matrix with unknown entries (i.e., sources are uncorrelated) and \( \mathbf{R}_n = \sigma_n^2 \mathbf{I} \) (i.e., we absorb the factor that models the noise difference between the pressure and velocity channels [16] in the calibration parameters).

The data covariance matrix \( \mathbf{R} = \mathbb{E}\{\mathbf{r}(t)\mathbf{r}^H(t)\} \in \mathbb{C}^{3M \times 3M} \) can be written as
\[
\mathbf{R} = \text{diag}(\psi) \text{diag}(\phi) \mathbf{Q} \text{diag}(\phi^*) \text{diag}(\psi),
\]
where \((\cdot)^*\) denotes complex conjugation and \( \mathbf{Q} = \mathbf{A}(\theta) \mathbf{R}_s \mathbf{A}^H(\theta) + \mathbf{R}_n \). The covariance matrices \( \mathbf{Q} \) and \( \mathbf{R} \) comprises blocks of matrices as
\[
\mathbf{R} = \begin{bmatrix} \mathbf{R}_{PP} & \mathbf{R}_{PX} & \mathbf{R}_{PY} \\ \mathbf{R}_{XP} & \mathbf{R}_{XX} & \mathbf{R}_{XY} \\ \mathbf{R}_{YP} & \mathbf{R}_{YX} & \mathbf{R}_{YY} \end{bmatrix}, \quad \mathbf{Q} = \begin{bmatrix} \mathbf{Q}_{PP} & \mathbf{Q}_{PX} & \mathbf{Q}_{PY} \\ \mathbf{Q}_{XP} & \mathbf{Q}_{XX} & \mathbf{Q}_{XY} \\ \mathbf{Q}_{YP} & \mathbf{Q}_{YX} & \mathbf{Q}_{YY} \end{bmatrix},
\]
where
\[
\mathbf{R}_{MN} = \text{diag}(\psi_M) \text{diag}(\phi_M) \mathbf{Q}_{MN} \text{diag}(\phi^*_N) \text{diag}(\psi^*_N);
\]
\[
\mathbf{Q}_{MN} = \sum_{d=1}^{D} \mathbf{R}_{\theta_d\theta_d} \mathbf{a}_M(\theta_d) \mathbf{a}^H_N(\theta_d) + \sigma_n^2 \mathbf{I},
\]
for \( M, N \in \{P, X, Y\} \) are each Toeplitz.

In practice, the true covariance matrix is not available and we have to use a sample covariance matrix, which is evaluated from a finite number of time snapshots, \( N \), as
\[
\hat{\mathbf{R}} = \frac{1}{N} \sum_{t=1}^{N} \mathbf{r}(t)\mathbf{r}^H(t).
\]

3. ESTIMATION OF SENSOR GAINS

In this section, we derive a least-squares estimator for \( \psi \). To do so, we process each subblock of the data covariance matrix separately to build a linear system of equations in \( \psi \). From (3), we have
\[
||\mathbf{R}_{MN}\psi|| = ||\mathbf{Q}_{MN}\psi||, \quad \forall i, j = 1, 2, \ldots, M,
\]
where \( ||\cdot|| \) denotes the modulus. Since the subblock \( \mathbf{Q}_{MN} \) is Toeplitz, we have, for all \( i - j = k - l \), the following relation
\[
\log \left( \frac{||\mathbf{R}_{MN}\psi||}{||\mathbf{R}_{MN}\psi||} \right) = \log(\psi_{M,i}) + \log(\psi_{N,j}) - \log(\psi_{M,i}) - \log(\psi_{N,j}),
\]
This is because, for all \( i - j = k - l \), \( ||\mathbf{R}_{MN}\psi|| \) and \( ||\mathbf{R}_{MN}\psi|| \) lie along the same diagonal and due to the Toeplitz structure of the subblock \( \mathbf{Q}_{MN} \), those terms are eliminated resulting in an equation corresponding to the unknown gains. However, when only a finite number of snapshots are available, (7) is not consistent. Now, we can collect the measurements \( \log(||\mathbf{R}_{MN}\psi||) - \log(||\mathbf{R}_{MN}\psi||) \), \( \forall i - j = k - l \) in the vector \( \mathbf{g}_{MN} \), and repeat the same procedure for all the subblocks in \( \mathbf{R} \).

Taking all the non-redundant relations within the diagonal subblocks \( \mathbf{R}_{PP}, \mathbf{R}_{XX}, \) and \( \mathbf{R}_{YY} \), we get a total of \( k_2 = 3 \sum_{i=2}^{M} 0.5(i-1) \) equations, while taking the upper-diagonal subblocks along the \( \mathbf{R}_{PX}, \mathbf{R}_{PY}, \) and \( \mathbf{R}_{XY}, \) we get \( k_2 = 3 \sum_{i=2}^{M} 0.5(i-1) + \sum_{d=2}^{M-1} 0.5(i-1) \) equations. In total, we have \( k_2 = k_1 + k_2 \) equations, which can be compactly written as
\[
\begin{bmatrix}
\mathbf{g}_{PP} \\
\mathbf{g}_{PX} \\
\mathbf{g}_{PY} \\
\mathbf{g}_{XY}
\end{bmatrix} =
\begin{bmatrix}
\mathbf{H}_1 & 0 & 0 \\
0 & \mathbf{H}_1 & 0 \\
0 & 0 & \mathbf{H}_1 \\
\mathbf{H}_2 & 0 & \mathbf{H}_2 \\
0 & \mathbf{H}_2 & 0 \\
0 & 0 & \mathbf{H}_2
\end{bmatrix}
\begin{bmatrix}
\psi_p \\
\psi_x \\
\psi_y \\
\psi_y
\end{bmatrix},
\]
where \( \mathbf{H} \in \mathbb{R}^{k_2 \times 3M} \) and \( \mathbf{g} = \log(\psi_{M,1}) \ldots \log(\psi_{M,M}) \).

For \( M \in \{P, X, Y\} \) are each length \( M \).

The rows of \( \mathbf{H}_1 \) have one of the following forms [13]:
1. \( \ldots \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ \ldots \) when \( i = j \) and \( k = l \). All the elements in this row are zero except for a 2 and -2 at the 1st and \( k \)th positions, respectively.
2. \( \ldots \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ \ldots \) when \( i \neq j \) and \( j = k \). All the elements in this row are zero except for a 1 and -1 at the 1st and \( k \)th positions, respectively.
3. \( \ldots \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ \ldots \) when \( i, j, k, \) and \( l \) are distinct. All the elements in this row are zero except for 1, 1, -1 and -1 at the 1st, 1st, \( k \)th, and \( k \)th positions, respectively.

The rows of \( \mathbf{H}_2 \) and \( \mathbf{H}_3 \) have one of the following forms:
1. All the elements in the rows of \( \mathbf{H}_2 \) are zero except for a 1 and -1 at the \( i \)th and \( k \)th positions, respectively, and they will be of the form \( \ldots \ 0 \ 0 \ 0 \ 0 \ \ldots \).
2. All the elements in the rows of \( \mathbf{H}_3 \) are zero except for a 1 and -1 at the \( j \)th and \( l \)th positions, respectively, and they will be of the form \( \ldots \ 0 \ 0 \ 0 \ \ldots \).

It is easy to see that the matrices \( \mathbf{H}_1, \mathbf{H}_2, \) and \( \mathbf{H}_3 \) each have the all-one vector \( \mathbf{1} \) in its nullspace. This means that, \( \mathbf{H} \) has \( 3M - 3 \) nonzero singular values with the vectors \( \{\mathbf{1}^T \ \mathbf{0}^T \ \mathbf{0}^T\}^T \).
\[
\begin{bmatrix}
[0^T 1^T 0^T]^T, [0^T 0^T 1^T]^T
\end{bmatrix}
\] in its nullspace. Equations corresponding to the cross correlations between \(P, \lambda', \) and \(Y\) transducers, do not improve the rank of the system, but the additional equations generated from the cross blocks of \(R\) might be useful to improve the estimates when only a finite number of snapshots are available.

As the matrix \(H\) is not full column rank, one reference AVS with known gain is needed to uniquely determine the unknown gains. In other words, we can estimate the sensor gains \(\psi_M\), for \(M \in \{P, \lambda', Y\}\), up to an arbitrary multiplicative factor. To do so, let us include the known reference gains to obtain
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phase uncertainties, the peaks in the spectrum are in the direction of the actual sources, however, two closely spaced sources at 68° and 79° are not resolved. When the sensors are not calibrated, it can be clearly seen that the DOA estimates are poor and the angular spectral resolution is degraded due to the sensor errors. This plot also shows that both MVDR and MUSIC are highly sensitive to the sensor errors. By following the procedure discussed in this work to estimate the sensor errors, which are then compensated during the calibration step, we can clearly see the improved spectral resolution. It is evident that the sources located at −35°, −128°, 137° are well resolved and with less bias using both MUSIC and MVDR. Further, the MUSIC algorithm can even resolve the two closely spaced sources at 68° and 79°.

In order to analyze the performance of the proposed blind calibration algorithm, the root mean squared error (RMSE) variation of the DOA estimates using MUSIC and MVDR are considered for a single source scenario through Monte Carlo experiments for a fixed gain and phase parameters. Firstly, the RMSE variation of the DOA estimates corresponding to the uncalibrated and calibrated AVS ULA are plotted for different SNRs in Fig. 3. Also, the RMSE variation of the AVS ULA without sensor errors and the Cramér-Rao lower bound (CRB) are plotted in Fig. 3. For each SNR value, the RMSE value is evaluated using 1000 independent trials. It is observed that as the SNR increases, the RMSE of the DOA estimates for both MUSIC and MVDR of the calibrated ULA approaches to the ideal AVS ULA and the CRB. However, the RMSE of DOA estimates of the uncalibrated ULA does not improve with the SNR.

Finally, in Fig. 4, the RMSE variation of the DOA estimates using both MUSIC and MVDR for increasing number of snapshots is shown. Again for evaluating the RMSE values, 1000 Monte Carlo experiments were performed. A similar observation as in Fig. 3 can be made, where the calibrated array achieves the CRB as the number of snapshots increase. In a nutshell, the DOA estimates after the proposed calibration are asymptotically (with SNR and/or number of snapshots) efficient as they achieve the CRB.

6. CONCLUDING REMARKS

In this paper, we estimate the sensor errors present in the AVS ULA by exploiting the structure in the covariance matrix. In particular, we derived linear estimators for sensor gains and phases. The proposed calibration algorithm does not require a calibrator source, and being a blind algorithm, the unknown gains and phases are estimated relative to a reference sensor. To validate the proposed approach, simulations performed with MUSIC and MVDR for DOA estimation show a significant improvement after calibration.
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