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ABSTRACT
This paper considers the problem of super-resolution with positive constraints. By utilizing the concept of Modulus of Continuity (MC), we propose a unified framework for analyzing the robustness of super-resolution reconstruction in presence of noise, which is algorithm-independent and emphasizes the role of signal structures. In contrast to earlier works, we show that incorporation of positive constraints improves the scaling factor of MC and provides tighter upper bound on the estimation error of any algorithm that exploits such structure. The unified framework is further applied to analyze convex algorithms for positive super-resolution, and the theoretical results are validated by numerical experiments. 1

Index Terms— Super-resolution, Modulus-of-Continuity, Positive Constraints, Noise Amplification, Universal Bounds.

1. INTRODUCTION

The problem of super-resolution is central to many imaging applications such as astronomy [1], medical imaging [2], microscopy [3] and radar [4]. The fundamental need for studying super-resolution in these fields arises due to the fact that the resolution of the captured image is always limited by the physical measurement process. For example, in microscopy [5, 6], the ability to identify closely located molecules is restricted by diffraction limit of the optical system. Mathematically, the point sources are blurred by a kernel/point-spread-function (PSF) [7] which implies that only low-frequency components of the underlying signal are retained in the measurements [8, 9].

The theory of super-resolution with noisy measurements was studied in the pioneering work by Donoho [9] and further developed in recent works [8, 10] where total-variation (TV) and $l_1$ norm based convex algorithms are used for super-resolution reconstruction. The key contribution in [8, 10] is an explicit construction of a dual polynomial (based on the Fejer kernel) whose properties can be exploited to analyze the performance of noisy super-resolution in line spectrum estimation [11] and low-rank Toeplitz covariance estimation [12].

Recently, the role of positive constraints on super-resolution was studied in [14] using a new notion of Rayleigh regularity. The positive constraint is straightforward in many practical scenarios. For example, in microscopy, the measurement is based on the number of photons collected and is a positive quantity. Similarly, in magnetic resonance imaging (MRI), the signal is known to be sparse and positive [13]. Using the same dual polynomial from [8, 10], the authors in [14] propose an $l_1$ minimization framework with positivity constraints. Given a sparse non-negative signal $x \in \mathbb{R}^N$, if the measurements retain only the $n < N$ smallest DFT coefficients of $x$, then the result in [14] shows that the estimation error scales as $SRF^2$, where $SRF = \frac{N}{n}$ is known as the super-resolution-factor. In another recent work [7], the author considers the problem of robust recovery of positive streams of spikes. Instead of constructing dual polynomials, the author imposes strong structural requirements on the admissible kernel. It should be noted that most existing analysis of noisy super-resolution requires the true signal to satisfy certain kinds of separation condition [8],[14].

In this paper, we consider the same problem setting as in [14] where the goal is to reconstruct a sparse non-negative discrete signal from low-frequency measurements. In contrast to previous works, our goal is to perform a unified analysis of positive super-resolution independent of particular algorithms. To achieve this, we revisit the concept of Modulus of Continuity (MC) [9, 15] which essentially provides an upper bound on the error of any algorithm, simply by leveraging the structure of signals. We study the explicit role of positivity on the Modulus of Continuity and our results show that the scaling factor of MC can be improved from $O(N^3)$ [9, 15] to $O(N^{3.5})$ where $N$ is the dimension of the underlying signal. This improvement is due to positive constraints imposed on the desired signal, which is not considered in [9]. Finally, we apply our new bound on MC to analyze several convex algorithms for positive super-resolution, and demonstrate our claims via numerical experiments.

2. PROBLEM FORMULATION

In this paper, we consider following discrete measurement model

$$y = Qx^* + w \quad x^* \succeq 0$$

where $x^* \in \mathbb{R}^N$ is sparse with positive non-zero entries, and $w$ is the measurement noise. In the context of super-resolution, the measurements $y$ only retain low-frequency
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components of the signal $x^*$. Following the notations in [14], $Q$ is defined by

$$Q = F_N^H A_n F_N$$

(2)

where $F_N \in \mathbb{C}^N$ is given by $[F_N]_{k,l} = \frac{1}{\sqrt{N}} e^{-j2\pi kl/N}, -N/2 + 1 \leq k \leq N/2, 0 \leq l \leq N - 1$ and $A_n = \text{diag}(\lambda_{-N/2+1}, \ldots, \lambda_{N/2})$ with

$$\lambda_k = \begin{cases} 1, & k = -n-1, \ldots, n-1 \frac{N}{2} \\ 0, & \text{otherwise} \end{cases}$$

We assume $N$ is even and $n$ is odd. Intuitively, $Q$ only collects $n$ low-frequency coefficients of the DFT of $x^*$. This model popularly arises in discrete super-resolution problems with positive constraints [14, 7, 16]. Let $x^#$ be any estimate of $x^*$. Our goal in this paper is to address following question:

(Q): How to obtain a universal upper bound on the estimation error $\|x^* - x^#\|_2$ in terms of $\|w\|_2$, that will be obeyed by any algorithm? Can we improve this bound by constraining $x^#$ to be non-negative?

2.1. Modulus of Continuity and Universal Bounds

In order to address (Q), the authors in [9, 14] have used the following notion of Modulus of Continuity (MC):

Definition 1. Let $X^*, X^# \subset \mathbb{R}^N$ be classes of signals, $\|\cdot\|_p$ be the $p$-norm, and $Q$ be a linear operator. Then, the modulus of continuity is defined as

$$MC(Q, X^*, X^#, p) = \sup_{x_1 \in X^#, x_2 \in X^*} \frac{\|x_1 - x_2\|_p}{\|Q(x_1 - x_2)\|_p}$$

(3)

The sets $X^*, X^#$ capture desired structures of the signal of interest, such as sparsity, positivity etc. In estimation problems, $X^*$ often represents a class to which the true signal belongs, and $X^#$ represents the feasible set to which the estimator belongs. In most cases, either $X^# = X^*$ or $X^* \subset X^#$. In order to see how MC fundamentally controls the estimation error of any algorithm, we first need to define admissible estimates as follows:

Definition 2. Consider the measurement model (1) with $\|w\|_p \leq \epsilon$ and $x^* \in X^*$. Any estimate $x^{#}$ of $x^*$ is said to be admissible if

$$x^# \in X^#, \quad \|y - Qx^#\|_p \leq \epsilon$$

The quantity $MC(Q, X^*, X^#, p)$ then provides an upper bound on the error of any admissible estimate as follows:

Lemma 1. Consider the model (1) with $\|w\|_p \leq \epsilon$, and suppose $x^#$ is any admissible estimator of $x^*$. Then,

$$\|x^* - x^#\|_p \leq 2\epsilon MC(Q, X^*, X^#, p)$$

Remark 2.1. The Modulus of Continuity therefore determines a universal upper bound on the estimation error $\|x^* - x^#\|_p$. The value of $MC(Q, X^*, X^#, p)$ is algorithm-independent and only depends on the choice of $X^*, X^#$, $Q$ and the choice of the norm. However, exact computation of $MC(Q, X^*, X^#, p)$ is a challenging task, which was first studied in the pioneering work by [9] in the context of super-resolution reconstruction of spike signals from low-frequency measurements and further developed in recent work on discrete positive super-resolution [14]. We will review this result by introducing the following class of signals that obey a separation condition [14].

Definition 3. (Set of Signals obeying Separation Condition) Given $N$ and $n$, the set $\Delta_{sep}$ is given by

$$\Delta_{sep} \triangleq \{ x \in \mathbb{C}^N \mid \rho(\frac{k}{N}, \frac{l}{N}) \geq \frac{4}{n-1} \quad \forall k \neq l \in \text{supp}(x) \}$$

where $\rho(\cdot, \cdot)$ is a wrap-around distance function [8] such that for $\forall \mu_1, \mu_2 \in [0, 1]$

$$\rho(\mu_1, \mu_2) \triangleq \min(\|\mu_1 - \mu_2\|, |\mu_1 + 1 - \mu_2|, |\mu_2 + 1 - \mu_1|)$$

Additionally, the set $\Delta_{sep}^+$ is given by

$$\Delta_{sep}^+ \triangleq \{ x \in \Delta_{sep}, x \geq 0 \}$$

If we assume $X^* = X^# = \Delta_{sep}$, then the following result provides an explicit upper bound on $MC(Q, X^*, X^#, p)$ in terms of $n$ and $N$:

Lemma 2. [9, 14] Let $X^* = X^# = \Delta_{sep}$, and let $Q$ be given by (2). Then,

$$MC(Q, \Delta_{sep}, \Delta_{sep}, 2) \leq C(n)N^3$$

(4)

where $C(n)$ is a function of only $n$ (independent of $N$) implicitly defined in [9].

Given the measurement model (1), the goal of super-resolution is to reconstruct the $N$ DFT coefficients of sparse $x^*$ (or equivalently, the signal $x^*$) from observations that only preserve the lowest $n < N$ frequency components. If we assume that both the true signal and its estimate $x^#$ belong to $\Delta_{sep}$ (i.e., they satisfy the separation condition), then Lemma 2 and Lemma 1 show that given $n$, the estimation error grows as $O(N^3)$.

However, in practice, it is difficult to develop algorithms that can actually constrain $x^#$ to belong to $\Delta_{sep}$. In recent work [14], the authors developed an $l_1$ minimization framework for super resolution reconstruction, where they only constrained the estimate $x^#$ to be positive and developed algorithm-specific error bound (with respect to $l_1$ norm of the error). Inspired by this work, we will develop a new bound for $MC(Q, X^*, X^#, 2)$ where $X^*$ imposes minimum separation as well as positivity on the true signal, whereas $X^#$ only imposes a positive constraint on $x^#$. Our analysis will show that this bound grows as $O(N^{2.5})$ and is therefore tighter than (4).

Partly because $\Delta_{sep}$ is a non-convex set.
3. NEW BOUND ON MODULUS OF CONTINUITY FOR POSITIVE SUPER-RESOLUTION AND APPLICATIONS

Our new upper bound for the modulus of continuity is based on a recent result from [12] for continuous Direction-Of-Arrival estimation. For any vector \( x \), let \( \text{Toep}(x) \) denote the Hermitian Toeplitz matrix with \( x \) as the first column. Consider \( r^* \in \mathbb{C}^K \) such that

\[
\text{Toep}(r^*) = \sum_{i=1}^{D} a(\theta_i) a^H(\theta_i) d_i
\]

(5)

where \( D < K, d_i > 0, \theta_i \in [0,1] \) and

\[
a(\theta_i) = [1, e^{-j 2 \pi \theta_i}, \ldots, e^{-j 2 \pi (K-1) \theta_i}]^T
\]

It can be easily seen that \( \text{Toep}(r^*) \geq 0 \). We invoke the following result from [12]:

\begin{theorem}[12]
Let \( r^* \) be given by (5), and \( r^\# \in \mathbb{C}^K \) be any vector such that \( \text{Toep}(r^\#) \geq 0 \). If the frequencies \( \{\theta_i\}_{i=1}^{D} \) satisfy the separation condition

\[
\max_{i \neq m} \rho(\theta_i, \theta_m) > \frac{2}{h}
\]

and \( h > 128 \), then there exist positive constants \( \bar{c}_1, \bar{c}_2, \bar{c}_3, \bar{c}_4 \) such that for \( h \ll K \)

\[
|r^*_k - r^\#_k| \
\leq \left( \bar{c}_1 + \bar{c}_2 \frac{\sqrt{\pi} k}{h} + \bar{c}_3 \frac{\pi^2 k^2}{2h^2} \right) \left( \bar{c}_4 D \sqrt{\pi} + 1 \right) \| r^*_k - r^\#_k \|_2
\]

(6)

where \( r^*_n = [r^*_0, \ldots, r^*_h] \) and \( r^\#_n = [r^\#_0, \ldots, r^\#_h] \).

Equipped with Theorem 1, the main result of this paper is given by

\begin{theorem}
Let \( X^*, X^\# \) be chosen as

\[
X^* = \Delta_{\text{sep}}^+, \quad X^\# = \mathbb{R}_+^N \triangleq \{ x \in \mathbb{R}^N : x \geq 0 \}
\]

Furthermore, let the matrix \( Q \) be given by (2). If \( n > 256 \), the Modulus of Continuity is upper bounded as

\[
MC(Q, X^*, X^\#, 2) \leq \sqrt{2 + (N - n + 1)\beta(n, N)}\]

(7)

where

\[
\beta(n, N) \triangleq \left( \bar{c}_1 + \bar{c}_2 \frac{\pi N}{n + 1} + \bar{c}_3 \frac{\pi^2 N^2}{(n + 1)^2} \right)^2 \left( \bar{c}_4 \sqrt{\frac{n + 1}{8} + 1} \right)^2
\]

Here \( \bar{c}_1, \bar{c}_2, \bar{c}_3, \bar{c}_4 \) are the same constants as in Theorem 1.

\begin{proof}
For \( \forall x^* \in X^*, \forall x^\# \in X^\# \), \( x^* \neq x^\# \), \( F_NX^* \) and \( F_NX^\# \) are symmetric and we can define \( r^*, r^\# \in \mathbb{C}^{2^i+1} \) as

\[
\begin{align*}
  r^*_i &= [F_NX^*]_{i+\frac{N}{2} - 1, i+\frac{N}{2}}, \quad 0 \leq i \leq \frac{N}{2} \\
  r^\#_i &= [F_NX^\#]_{i+\frac{N}{2} - 1, i+\frac{N}{2}}, \quad 0 \leq i \leq \frac{N}{2}
\end{align*}
\]

Since \( x^*, x^\# \geq 0 \), it follows that [12]

\[
\text{Toep}(r^*) \succeq 0 \quad \text{Toep}(r^\#) \succeq 0
\]

Moreover \( r^* \) has the form \( r^* = \sum_{k=0}^{\lfloor x^* \rfloor} a(\theta_k) a^H(\theta_k) x^*_k \) where \( \theta_k = k/N, k \in \text{supp}(x^*) \). Since \( x^* \in \Delta_{\text{sep}} \), this implies \( \rho(\theta_k, \theta_l) \geq \frac{4}{n-1} \). Hence, Theorem 1 applies (by replacing \( K, h, \) and \( D \) with \( \frac{N}{2} + 1, \frac{n+1}{2} \), and \( \| x^* \|_0 \) respectively)

\[
\begin{align*}
\sum_{i=0}^{N} (r^*_i - r^\#_i)^2 &\leq \frac{N-n+1}{2} \| r^*_\frac{n+1}{2} - r^\#_\frac{n+1}{2} \|_2^2 \\
\left( \bar{c}_1 + \frac{\pi N}{n+1} + \bar{c}_3 \frac{\pi^2 N^2}{(n+1)^2} \right)^2 \left( \bar{c}_4 \sqrt{\frac{n+1}{8} + 1} \right)^2
\end{align*}
\]

where we use the fact that \( \| x^* \|_0 \leq \frac{n+1}{4} \) owing to the separation condition. Also note that

\[
\| F_N(x^* - x^\#) \|_2^2 \leq 2 \| r^* - r^\# \|_2^2
\]

\[
\leq 2 \| r^*_\frac{n+1}{2} - r^\#_\frac{n+1}{2} \|_2^2 \left( 1 + \frac{N-n+1}{2} \beta(n, N) \right)
\]

Moreover,

\[
\begin{align*}
\| Q(x^* - x^\#) \|_2^2 &= \| A_\nu F_N(x^* - x^\#) \|_2^2 \\
&= 2 \| r^*_\frac{n+1}{2} - r^\#_\frac{n+1}{2} \|_2^2 - (r^* - r^\#)^2 \geq \| r^*_\frac{n+1}{2} - r^\#_\frac{n+1}{2} \|_2^2
\end{align*}
\]

This implies

\[
\| x^* - x^\# \|_2^2 \leq \| F_N(x^* - x^\#) \|_2^2 \leq \| F_N(x^* - x^\#) \|_2^2 \leq \| F_N(x^* - x^\#) \|_2^2
\]

\[
\leq 2 \left( 1 + \frac{N-n+1}{2} \beta(n, N) \right)
\]

thereby proving the theorem
\end{proof}

3.1. Comparison with Lemma 2

Our result in Theorem 2 significantly differs from the result in Lemma 2 in the following ways:

- In Lemma 2, the signal classes \( X^*, X^\# \) are identical, while in Theorem 2, they are different. In particular, \( X^* \) (the set to which the true signal belongs) contains all non-negative vectors that satisfy separation condition, whereas \( X^\# \) (the set to which the estimate belongs) simply contains all non-negative vectors. Such distinction of \( X^*, X^\# \) enables better analysis of practical estimation algorithms since it is difficult for an algorithm to actually impose the constraint \( x^\# \in \Delta_{\text{sep}} \).

- The upper bound on MC in Lemma 2 is given by

\[
MC(Q, \Delta_{\text{sep}}, \Delta_{\text{sep}}, 2) \leq C(n)N^3
\]

(8)
On the other hand, Theorem 2 shows that
\[
MC(Q, \Delta^+, \mathbb{R}^N, 2) \lesssim O\left(\frac{\sqrt{N-nN^2}}{n^{1.5}}\right) \tag{9}
\]
When \(N\) is large (and \(n\) is fixed), Lemma 2 shows that the upper bounded is \(O(N^3)\) while Theorem 2 suggests that this can be tightened to \(O(N^{2.5})\). This 0.5 improvement in the exponent with respect to \(N\) is mainly due to the introduction of positive constraints. To the best of our knowledge, this improvement is the first result of its kind.

3.2. Unified Analysis of Specific Algorithms
In Lemma 1, we have shown that \(MC(Q, \mathcal{A}^*, \mathcal{A}^#, 2)\) provides an upper bound on the estimation error of any algorithm that produces an admissible estimate. To illustrate this further, we study the following three convex problems to estimate \(x^*\) from the measurement model (1).

\[
\begin{align*}
\text{find } z \geq 0 \text{ s.t. } & \|y - Qz\|_2 \leq \varepsilon \quad (\text{Algo-F}) \\
\min \|z\|_1 \text{ s.t. } & \|y - Qz\|_2 \leq \varepsilon, z \geq 0 \quad (\text{Algo-l}_1) \\
\min \|y - Qz\|_2 \text{ s.t. } & z \geq 0 \quad (\text{Algo-l}_2)
\end{align*}
\]

Applying Theorem 2 and Lemma 1, we have the following unified analysis of the preceding algorithms.

Corollary 1. Consider the noisy measurement model (1) with \(\|w\|_2 \leq \varepsilon\). Suppose the true signal satisfies \(x^* \in \Delta^+\). Let \(x^#_F, x^#_l_1, x^#_l_2\) be the optimal solutions of (Algo-F), (Algo-l_1), and (Algo-l_2) respectively. If \(n > 256\), we have
\[
\begin{align*}
\max\{&\|x^* - x^#_F\|_2, \|x^* - x^#_l_1\|_2, \|x^* - x^#_l_2\|_2\} \\
\leq & 2\varepsilon\sqrt{2 + (N-n+1)\beta(n,N)}.
\end{align*}
\]

4. NUMERICAL RESULTS
In this section, we present numerical results to demonstrate our theoretical claims. We define the normalized empirical mean-squared error (NRMSE) of any estimator, averaged over \(K\) Monte Carlo runs
\[
\text{NRMSE} \doteq \sqrt{\frac{1}{K} \sum_{k=1}^{K} \frac{\|x^*_k - x^#_k\|_2^2}{\|x^*_k\|_2^2}}
\]
where \(x^*_k\) and \(x^#_k\) respectively denote the true signal and its estimate. The support of \(x^*\) is generated at random while satisfying the separation condition. The non-zero entries of \(x^*\) are uniform random variables in the range \((0.01, 10)\). The noise \(w\) is assumed to be zero-mean i.i.d Gaussian with standard deviation \(\sigma_w\). For each run, the parameter \(\varepsilon\) is chosen such that true solution is feasible. The Signal-to-Noise Ratio (SNR) is defined as
\[
\text{SNR} \doteq 10 \log \frac{\mathbb{E}[x^*|^2]}{\mathbb{E}[w|^2]}
\]

In Fig. 1, we compare the NRMSE of the three algorithms proposed in Sec. 3.2, as a function of \(\text{SNR}\) and \(\text{SRF} = N/n\) respectively. It can be seen that when \(\text{SNR}\) is large enough, the NRMSE of different algorithms are almost order-wise identical. In another word, in high \(\text{SNR}\) regime, the underlying signal structures, rather than particular algorithms, uniformly determine the estimation error. Fig. 1 also shows that NRMSE is an increasing function of the super-resolution factor \(N/n\).

5. CONCLUSION
In this paper, we analyzed the problem of super-resolution where the desired sparse signal is also non-negative. We provided a universal upper bound on the estimation error of any algorithm based on the idea of Modulus of Continuity (MC). Our analysis is independent of specific algorithms and only utilizes the underlying structure of the desired signal. We show that incorporation of positive constraints strictly improves the scaling factor of MC from \(O(N^3)\) to \(O(N^{2.5})\). Using this unified framework, we analyzed the performance of three convex algorithms for super-resolution, and their performances are further illustrated through numerical experiments.
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