ABSTRACT

In this paper, we propose a joint framework for target localization and classification using a single generalized model for non-imaging based multi-modal sensor data. For target localization, we exploit both sensor data and estimated dynamics within a local neighborhood. We validate the capabilities of our framework by using a multi-modal dataset, which includes ground truth GPS information (e.g., time and position) and data from co-located seismic and acoustic sensors. Experimental results show that our framework achieves better classification accuracy compared to recent fusion algorithms using temporal accumulation and achieves more accurate target localizations than multilateration.
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1. INTRODUCTION

Automatic target localization and discrimination is critical for border protection and surveillance settings, especially in remote locations where it can be costly or logistically difficult to employ human enforced security. A number of robust target classification and localization algorithms using cameras have been suggested (e.g., see [1]). However, computing both location and class information from these types of devices can be challenging. For example, image-based localization and tracking solutions have several challenges to consider, such as occlusions, fog, lighting variations, limited field of view, and processing/power requirements.

Alternatively, we can consider using non-imaging sensors, such as seismic and acoustic sensors, to perform both target localization and classification. The Doppler effect causes faster objects to generate signals with different signatures compared to those of slower or stationary objects. The Doppler effect in acoustic and seismic signals is significant because acoustic and seismic signals have a slower wave propagation speed compared to electromagnetic signals [2]. Dragoset showed that seismic signals can have phase dispersion caused by the Doppler effect [3]. Target velocities can be estimated based on the Doppler shift and then used to discriminate between people and vehicles and potentially provide localization.

In this paper, we introduce a joint framework for tracking and classifying targets using acoustic and seismic signals from multiple, locally distributed sensor nodes. This framework is based on probabilistic confidence maps based on a spatial accumulative framework from acoustic and seismic signals to locate and classify target. Through extensive experiments, we demonstrate that our proposed framework provides better localization than that of baseline multilateration-based location estimation (e.g., beamforming). At the same time, we show that our framework achieves better classification performance than recent seismic and acoustic fusion approaches in [4].

A distinguishing aspect of our work is that we provide a framework that can be used for a classification and localization of targets simultaneously using multiple sensor nodes with a singular generalized model, which can be applied to every node in a sensor network. By employing probabilistic maps from acoustic, seismic, and estimated velocities, we improve classification performance compared to our recent work [4], and we provide a better localization (tracking) capability compared to multilateration-based methods.

Another distinguishing aspect of our work is that we validate it by using actual data collected in an outdoor setting, mimicking common operating environments and location information from GPS. For experiments, we employ acoustic and seismic data that are synchronized with GPS signals collected from the field. In contrast, many previous studies for localization of acoustic and seismic signals employ simulated signals to validate the work (e.g., see [2]), which can have different characteristics compared to real-time datasets.

2. RELATED WORKS

Various algorithms have been proposed for target localization using image-based or other modalities. These include vehicle detection and tracking using acoustic and video sensors [5]; location estimation using video, image, and audio signals [6]; location estimation based on Received Signal
Strength (RSS) [7–10]; confidence-based iterative localization [11]; and target location estimation from detection of dense sensor networks [12]. Our work differs by jointly performing both classification and localization, and validating our approach under more challenging conditions using sparsely distributed sensor nodes (e.g., 0.0025 sensors per square meter).

Multilateration (see Figure 1) is a common approach used for localization using wireless sensor networks (e.g., see [13, 14]). By using measured (or estimated) distances from multiple sensors, the target position can be estimated. The location of an unknown node (or target) can be estimated based on the intersection of the distance from multiple nodes. For example, Hefeeda et al. [15] provide an approach for early detection of forest fires using multilateration. Damarla et al. [16] provide a sniper localization method using the time-difference-of-arrival (TDOA) between the muzzle blast and the shock wave using multiple single-acoustic-sensor nodes. Our work differs from these works in that we employ a probabilistic score model instead of using estimated distances from nodes, and as emphasized previously, we provide a joint framework for both localization and classification.

Several works estimate the motion of a target (mainly for vehicles) from acoustic signals (e.g., see [17–19]) based on the Doppler effect. While we employ estimated dynamics from the Doppler Effect, our work differs from this earlier work in that we use both acoustic and seismic signals, and we provide not only localization but also classification. Moreover, we consider both people and vehicles. Incorporating detection of peoples makes the problem significantly more challenging. This is because humans generate very small acoustic and seismic signatures compared to vehicles.

In [4], an accumulative model is proposed to combine multiple evidences over time to improve discriminability. However, this introduces an unnecessary latency. Instead, we propose an accumulative method using spatially distributed sensors for improving discriminability.

3. JOINT LOCALIZATION AND CLASSIFICATION FRAMEWORK

In this section, we describe a joint target localization and classification framework using estimated dynamics (velocities) and multimodal data. We refer to this approach as Classification and Localization using Estimated Dynamics and Multimodal data (CLEDM). In this paper, we use acoustic and seismic sensing modalities. However, the CLEDM framework is not dependent on these modalities and we envision that it can readily be adapted to other ones. Investigating such adaptations is a useful direction for future work.

CLEDM is motivated by the Doppler effect, which enables us to effectively estimate the velocity of the target that is being tracked. Using a probabilistic confidence map to assess the movement of the target using estimated velocities, we estimate the next target location. We also apply the estimated velocities to improve the performance of classification.

When training, modalities that exploit the Doppler effect are required. We need the ground truth class and location of the target corresponding to each signal segment in the training dataset.

CLEDM decomposes time into windows (segments) of some fixed duration \( t_s \). We use \( t_s = 1 \) sec in our experiments. For \( i = 1, 2, \ldots \), we denote the starting time \((t_s \times (i - 1))\) of the \( i \)th segment by \( t_s \). Let \( D_{\alpha,i}(\tau) \) and \( D_{\sigma,i}(\tau) \) denote the acoustic and seismic signal, respectively, for the \( i \)th time segment (\( 0 \leq \tau < t_s \)).

During the training process, since ground truth target location information is given, we are able to calculate two types of dynamics: a relative speed \( v_r \) and an absolute speed \( v_a \). We use an \( x-y \) coordinate system to model the spatial layout of the region of interest that is monitored by the given sensor network. We assume that the origin in this coordinate system is the location of an active sensor node \( \nu \) that acquires the signals \( D_{\alpha,i} \) and \( D_{\sigma,i} \). If we denote the target location relative to \( \nu \) at \( t_k \) by \( \vec{r}_k = (x_k, y_k) \), then the following expressions can be used to determine \( v_r \) and \( v_a \):

\[
v_r = \frac{|\vec{r}_{k+1} - \vec{r}_k|}{t_s}, \quad \text{and} \quad v_a = \frac{|\vec{r}_{k+1} - \vec{r}_k|}{t_s}. \tag{1}
\]

Intuitively, \( v_r \) is the estimated rate of change of the distance between the target and the sensor node \( \nu \). This rate of change can be positive or negative. Similarly, \( v_a \) represents the absolute speed of the target, which is independent of individual sensor nodes.

Now suppose that \( F_{\alpha,i} \) and \( F_{\sigma,i} \) represent extracted features, such as cepstral features, from \( D_{\alpha,i} \) and \( D_{\sigma,i} \), respectively, and let \( F_{\alpha,i} \) and \( F_{\sigma,i} \) represent the concatenation \([F_{\alpha,i}, F_{\sigma,i}]\) of these feature vectors. In this paper, we used 50 cepstral features extracted from acoustic and seismic signals for \( F_{\alpha,i} \) and \( F_{\sigma,i} \).

Then we formulate the following composite feature vector \( X_i \) for time \( t_i \):
During the training process, we compute $X_i$ for each time segment $i$ of available training data. We assume that a ground truth class label $Y_i$ is available as part of the training data for each time segment $i$. $Y_i$ indicates whether the target is of class person ($A$) or vehicle ($B$). After computing the $X_i$ values, we train a model $H$ to classify between classes $A$ and $B$. In our experiments, we use a support vector machine (SVM) as the model $H$, but the CLEDM methodology is not restricted to SVMs and can readily be adapted to use other types of models.

Based on the trained model $H$, a real-valued classification score $\Gamma(X_i)$ can be calculated if $F_{\sigma,i}$, $v_a$, and $v_c$ are given. The score is formulated such that $\text{sgn} (\Gamma)$ represents the classification decision between classes $A$ and $B$, and $\text{abs}(\Gamma)$ represents the classification “confidence” of the associated decision. Here, $\text{sgn}$ and $\text{abs}$ represent the sign and absolute value functions, respectively.

After training $H$, we assume that the initial target location and the neighborhood $N$ of sensors are known to initialize the tracking component of our framework. From the current target position at time $t_i$, we can extract $F_{\sigma,i}, F_{\sigma,i}$ from $D_{\sigma,i}, D_{\sigma,i}$.

Around the current target position, which is located at a distance of $r_i$ from a particular sensor, we define a grid $G$ discrete locations that represent potential target locations at time $t_{i+1}$. This grid map is illustrated in Figure 2. For a given candidate target location $p = (p_x, p_y)$ at time $t_{i+1}$, we set $r_{i+1} = (p_x, p_y)$, and then estimate $v_a$ and $v_c$ from Eq. 2 and 1, respectively.

Next, using Eq. 3 and our trained model, we calculate the feature vector $X_i(p; \nu)$ for the candidate next point $p$ and sensor $\nu$.

Then, we calculate the classification score:

$$\gamma(p; \nu) = \Gamma(X_i(p; \nu)).$$  \hspace{1cm} (4)

We repeat this process to determine $\gamma$ for all points $p \in G$. For a sensor $\nu$, we define the class-specific score functions $\delta_A$ and $\delta_B$ over the domain $G$ as follows:

$$\delta_A(p; \nu) = \begin{cases} \left| \gamma(p; \nu) \right| & \text{if } \gamma(p; \nu) \geq 0 \\ 0 & \text{if } \gamma(p; \nu) < 0 \end{cases}$$  \hspace{1cm} (5)

$$\delta_B(p; \nu) = \begin{cases} 0 & \text{if } \gamma(p; \nu) \geq 0 \\ \left| \gamma(p; \nu) \right| & \text{if } \gamma(p; \nu) < 0 \end{cases}$$  \hspace{1cm} (6)

Eq. 5 and 6 are derived based on a specific sensor node, whose position is taken to be the origin of the coordinate system in the associated derivations. When multiple sensor nodes are present, these class- and node-specific score functions can be summed across all of the nodes to yield probabilistic confidence maps $M_A = \sum_{p \in G} \delta_A(p; \nu)$ and $M_B = \sum_{p \in G} \delta_B(p; \nu)$ for the two classes $A$ and $B$, respectively.

This is a form of spatial accumulation (across the available sensor nodes), which is different from the temporal accumulation applied in [4]. Figure 3 illustrates an example of a probabilistic confidence map that is derived using this form of spatial accumulation.

To predict the class of the target, we first determine for each $\nu \in \{A, B\}$ the maximum absolute value $Z_\nu$, within $M_\nu$ over all points in the grid $G$. Then if $Z_A \geq Z_B$, the predicted class is $A$; otherwise, it is $B$. Here, we arbitrarily select $A$ as the predicted class in case of a tie ($Z_A = Z_B$).

After classification, we calculate the centroid of the score map $M_\kappa$ that is associated with the predicted class $\kappa$. This centroid is the next estimated location.

The whole process of joint classification and localization described above is repeated iteratively to provide continuous tracking.

4. EXPERIMENTS AND RESULTS

In this section, we present an experimental evaluation of the proposed CLEDM framework. In our evaluation, we employ 16 multimodal sensor nodes that each collect acoustic and seismic data. The nodes are grouped into 4 sets of 4 nodes each and placed in a $20m \times 20m$ square. The sets are denoted as Set 1 through Set 4. The placement of the nodes is illustrated in Figure 4.
Set 1 is used for training, and contains 1523 frames of data. Sets 2–4 are used for testing, and contain a total of 1620 frames. Each frame contains 1 second of acoustic and seismic data corresponding to a single target (person or vehicle). The data within each frame is sampled at 4096Hz. Each frame also contains GPS location data of the associated target. More details about this dataset can be found in [20].

To evaluate classification performance between people and vehicles, we compared classification accuracy among single-modality, SVM-based classification; a state-of-the-art multi-modal classification architecture called Accumulation of Local Feature-level Fusion Scores (ALFFS) for acoustic and seismic signals [4]; and our proposed CLEDM framework. Table 1 shows the results of this comparison. The columns labeled Acoustic and Seismic correspond to the single-modality results. The results in Table 1 show that the CLEDM framework provides superior accuracy.

To evaluate the tracking performance for people and vehicles, we compared tracking using multilateration to our proposed CLEDM approach. For this comparison, we used 44 tracks composed of 1620 data frames in total. For both algorithms, only the first point is synchronized with ground truth, so error increases as time goes on. Table 2 and 3 summarize the results from our experiments on tracking performance.

For the multilateration-based baseline that we used in these experiments, we employed a convolutional neural network for the regression model. We used this model to estimate the distances required for localization. We employed a 2-D convolutional layer with 20 filters of size 25 each followed by a ReLU layer. We also employed a fully-connected output layer of size 1, and a regression layer. In this network model, the input data are formed by the concatenation of acoustic and seismic data segments (1 seconds each in duration), and the output is the estimated distance.

We compared the average error between ground truth and estimated location, and the average maximum errors from all 44 tracks. We also compared the percentage of data segments that have less than a certain amount of error: in Table 2 and 3, \( \text{err} < X \) gives the percentage of tracks for which the error was less than \( X \) meters.

The results in the two tables show that CLEDM has significantly better tracking performance compared to the baseline localization approach overall, and especially favorable performance for tracking people.

### Table 2: Tracking performance comparison (people)

<table>
<thead>
<tr>
<th></th>
<th>avg. error (m)</th>
<th>avg. maximum error (m)</th>
<th>err &lt; 3m (%)</th>
<th>err &lt; 5m (%)</th>
<th>err &lt; 10m (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>multilateration</td>
<td>6.979</td>
<td>9.385</td>
<td>15.552</td>
<td>28.852</td>
<td>76.599</td>
</tr>
<tr>
<td>CLEDM</td>
<td>2.897</td>
<td>4.787</td>
<td>58.552</td>
<td>86.483</td>
<td>99.927</td>
</tr>
</tbody>
</table>

### Table 3: Tracking performance comparison (vehicle)

<table>
<thead>
<tr>
<th></th>
<th>avg. error (m)</th>
<th>avg. maximum error (m)</th>
<th>err &lt; 5m (%)</th>
<th>err &lt; 10m (%)</th>
<th>err &lt; 20m (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>multilateration</td>
<td>7.064</td>
<td>12.877</td>
<td>41.177</td>
<td>72.549</td>
<td>97.712</td>
</tr>
<tr>
<td>CLEDM</td>
<td>6.244</td>
<td>10.309</td>
<td>43.791</td>
<td>72.026</td>
<td>100</td>
</tr>
</tbody>
</table>

### 5. CONCLUSION

In this paper, we have introduced a spatial accumulative framework for both target classification and localization. We leveraged signal phenomenology to estimate dynamics and extract discriminative information, which is accumulated across multiple nodes within a local neighborhood. Experimental results have shown that our algorithm provides better localization performance compared to a baseline localization algorithm based on multilateration, while our algorithm also achieves better classification performance compared to relevant prior work. Specifically, CLEDM achieved an absolute improvement of 2.099% in accuracy compared to the baseline ALFFS approach on average. Also, CLEDM achieved 2.897 and 6.244 average error (meter) for people and vehicles. Whereas, the baseline approach achieved 6.679 and 7.064 average error (meter) for people and vehicles. Therefore, accumulating multiple evidences (e.g., dynamics, latent information) across multiple sensors enhances target discrimination and tracking capabilities.
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