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ABSTRACT

We introduce a novel type of representation learning to obtain a speaker invariant feature for zero-resource languages. Speaker adaptation is an important technique to build a robust acoustic model. For a zero-resource language, however, conventional model-dependent speaker adaptation methods such as constrained maximum likelihood linear regression are insufficient because the acoustic model of the target language is not accessible. Therefore, we introduce a model-independent feature extraction based on a neural network. Specifically, we introduce a multi-task learning to a bottleneck feature-based approach to make bottleneck feature invariant to a change of speakers. The proposed network simultaneously tackles two tasks: phoneme and speaker classifications. This network trains a feature extractor in an adversarial manner to allow it to map input data into a discriminative representation to predict phonemes, whereas it is difficult to predict speakers. We conduct phone discriminant experiments in Zero Resource Speech Challenge 2017. Experimental results showed that our multi-task network yielded more discriminative features eliminating the variety in speakers.

Index Terms—zero resource speech challenge, speaker invariant feature, adversarial multi-task learning, fMLLR, representation learning

1. INTRODUCTION

There are many languages that have no transcribed data or no written form, and they are called zero-resource languages. Speech processing research for such zero-resource languages has recently attracted increasing attention. For example, a spoken query detection [1, 2], the discovery of sub-word units [3], topic segmentation [4], and document classification [5] have been actively studied for zero-resource languages. Various approaches have been applied to obtain discriminative representations of sub-word units for zero-resource languages. In [6], the sub-word units are automatically generated in nonparametric manner on the target language. Deep neural networks (DNNs) also have been applied to obtain the fine representation of sub-word units, based on sub-word unit classifier, manifold learning [7], and autoencoder [8].

In general, acoustic features have large variations due to the difference in phonemes, noises, channels, and especially speakers. Therefore, the normalization to eliminate the information that does not contribute to distinguish sub-word units has played an important role to build a robust acoustic model. Constrained (feature-space) maximum likelihood linear regression (CMLLR or fMLLR) [9] is widely applied to reduce the variety of speakers. These methods transform the original feature to speaker-invariant one where the likelihood of input sequence against a pre-trained acoustic model is maximized. In the zero-resource setting, however, the acoustic model trained on the target language is generally inaccessible. A simple knowledge transferring approach therefore have been employed in previous researches, where the model trained on non-target rich resource languages (source language) is used for adapting the input data of the target language [6]. These types of model-based adaptation, however, is insufficient when the target language is too far from the source language, especially in the zero-resource scenario.

In this paper, we extended a posteriorgram-based approach with an adversarial learning scheme to enhance the speaker invariance of feature representations. The proposed network is composed of three sub-networks: feature extractor, phoneme classifier, and speaker classifier networks. The representation obtained by the feature extractor is taken as the input to the phoneme and speaker classifier networks. A speaker-invariant representation is obtained by optimizing these models so that phoneme classification error is minimized but speaker classification error is kept high. Our model is tested in the ABX evaluation of the Zero Resource Speech Challenge - Track 1 [10] and yields a certain improvement over the conventional bottleneck approach [11]. Experimental results demonstrate that our model can be transferred to other languages including zero-resource languages. Moreover our approach could be applicable to other neural network based approaches such as autoencoder [8] and Siamese network [7].

2. RELATED WORK

The adversarial learning of DNNs was originally proposed to enhance their robustness against adversarial samples [12].
The adversarial scheme has recently been introduced to classification networks to adapt the input data from one domain to another domain in an unsupervised manner. In this approach, the domain classifier is inserted in an attempt to make the network indiscriminate with respect to the shift between the domains. This framework is applied to document sentiment analysis, image classification, and image re-identification, achieving the high performances [13].

The adversarial learning is also applied in a supervised manner. In [14], adversarial loss was inserted into a senone classification network in an attempt to make the original classification network robust against specific variances. This supervised domain adversarial learning was applied to speech recognition task and showed robustness against different kinds of noise. Following these successes, we applied supervised adversarial learning to eliminate the variety in speakers from bottleneck features for zero-resource languages.

3. SINGLE TASK LEARNING FOR EXTRACTING BOTTLENECK FEATURE

This section briefly explains a conventional supervised neural network for extracting a bottleneck feature with single-task learning. This method is widely used in various applications such as phoneme recognition [15], speaker recognition [15], and language recognition [16, 17].

Let \( \{x_i, y_i\}_{i=1}^{N} \) be the training dataset, where \( K, N, x_i, \) and \( y_i \) are the number of classes, number of data, input data, and class label of the \( i \)-th data, respectively. The network is trained with the softmax cross entropy loss as follows:

\[
P(y_i = k|x_i; \theta) = \frac{\exp(a_{ik})}{\sum_{j=1}^{K} \exp(a_{ij})},
\]

\[
L(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} y_{ik} \log P(y_i = k|x_i; \theta),
\]

where \( a_{ik} \) denotes the output of the DNN before taking the softmax function for the \( k \)-th output in the \( i \)-th data, \( y_{ik} \) denotes the one-hot vector of the supervised label \( y_i \), \( \theta \) is the set of DNN parameters, and \( n \) denotes the size of mini-batch.

Stochastic gradient descent (SGD) [18] is introduced to optimize the above loss function. For each mini-batch, the aforementioned loss function is calculated, and the parameters \( \theta \) are updated as follows:

\[
\theta \leftarrow \theta - \mu \frac{\partial L}{\partial \theta},
\]

where \( \mu \) denotes the learning rate. Here, the former part of the DNN plays a role in the feature extraction, and the latter part plays a role as a label predictor. If data is inputted into trained DNN, a certain low-dimensional feature, a bottleneck feature is obtained from the intermediate layer in the DNN.

4. ADVERSARIAL MULTI-TASK LEARNING FOR SPEAKER INVARIANT BOTTLENECK FEATURE

In this section, adversarial multi-task learning is introduced to supervised neural network described in Section 3 in order to eliminate the variety in speakers from the bottleneck feature.

In the adversarial multi-task learning of DNNs, multi kinds of labels are assumed to exist. The sound dataset which has phoneme and speaker labels can be denoted as \( \{x_i, y_i, s_i\}_{i=1}^{N} \), where \( s_i \in \{1, \ldots, C\} \) indicates the speaker class of \( i \)-th data, and \( C \) is the number of speakers. The difference compared to the single task learning is the use of domain labels for training, with which it is difficult to distinguish speakers for the speaker predictor but easy to discriminate phonemes for the phoneme predictor.

Fig. 1 shows the structure of the adversarial multi-task neural network. This model simultaneously tackles the primary and secondary tasks. In our setting, this model is simultaneously optimized to minimize the loss for phoneme classification (primary task) and speaker prediction (secondary task). The proposed model is composed of three networks: feature extractor, phoneme (label) classifier, and speaker classifier networks. The feature extractor is shared by the primary and secondary tasks and converts the input to bottleneck feature. Then, from the bottleneck feature, the phoneme and the speaker predictors predict phoneme label \( y \) and speaker label \( s \), respectively. Here, phoneme prediction loss \( L_p \), and speaker
Algorithm 1 Training adversarial multi-task DNN

Input:
- sample \( S = \{x_i, y_i, s_i\}_{i=1}^{N} \),
- loss ration parameter \( \lambda \),
- learning rate \( \mu \).

Output: neural network parameter \( \{\theta_f, \theta_p, \theta_s\} \)

while stopping criterion is not met do
  for \( i \) from 1 to \( N \) do
    # forward propagation
    bottleneck feature \( f_i \leftarrow G_f(x_i; \theta_f) \)
    phoneme output \( t_i \leftarrow G_p(f_i; \theta_p) \)
    speaker output \( z_i \leftarrow G_s(f_i; \theta_s) \)
    # calculate loss
    \[ L_p(\theta_f, \theta_p) = -\frac{1}{n} \sum_{i} \sum_{k=1}^{K} y_{ik} \log P(y_i = k|x_i; \theta_f, \theta_p), \quad (4) \]
    \[ L_s(\theta_f, \theta_s) = -\frac{1}{n} \sum_{i} \sum_{c=1}^{C} s_{ic} \log P(s_i = c|x_i; \theta_f, \theta_s), \quad (5) \]
  end for
end while

prediction loss \( L_s \) are denoted as follows:

\[
L_p(\theta_f, \theta_p) = -\frac{1}{n} \sum_{i} \sum_{k=1}^{K} y_{ik} \log P(y_i = k|x_i; \theta_f, \theta_p), \quad (4)
\]

\[
L_s(\theta_f, \theta_s) = -\frac{1}{n} \sum_{i} \sum_{c=1}^{C} s_{ic} \log P(s_i = c|x_i; \theta_f, \theta_s), \quad (5)
\]

where \( \theta_f, \theta_p, \) and \( \theta_s \) correspond to the parameters of the feature extractor, the phoneme predictor, and the speaker predictor. Each subscript \( f, p, s \) is the first character of each sub-network. \( n \) is the size of the mini-batch, and \( s_{ic} \) denotes the \( c \)-th value in one-hot expression of label \( s_i \).

Algorithm 1 denotes the pseudo code of the training procedure of the proposed adversarial multi-task DNN. The aim of this model is to extract features that are easy for phoneme predictor to classify phonemes and difficult for speaker predictor to classify speakers. As a result, speaker-independent bottleneck features are obtained. The most critical parameter update used for feature extractor parameters is as follows:

\[
\theta_f \leftarrow \theta_f - \mu \left( \frac{\partial L_p}{\partial \theta_f} - \lambda \frac{\partial L_s}{\partial \theta_f} \right), \quad (6)
\]

where \( \lambda \) means the extent that the feature extractor cannot extract features that are easy to determine speakers, and \( \mu \) is the learning rate. Note that feature extractor of the single task learning is identical to that of the multi-task learning with \( \lambda = 0 \).

5. EXPERIMENTS

5.1. Dataset

Experimental comparisons were carried out using English, French and Mandarin contained in the Zero Resource Speech Challenge 2017 [10]. In these experiments, English was used as the source language, and French and Mandarin were used as the zero-resource languages. Note that the acoustic models for French and Mandarin could not be constructed and accessible since these languages are regraded as zero-resource languages. An acoustic model trained on English dataset was adopted to obtain fMLLR features of the zero-resource languages. Both single-task and multi-task networks were trained with English data spoken by nine speakers. The duration of each speaker’s utterance was ranging from 165 min to 220 min. The total duration of English, French, and Mandarin for test sets were 1634 min, 1061 min, and 1522 min, respectively. Speech data for test set were segmented into 120 seconds. Although English was not regarded as a zero-resource language, but a test for English was also conducted to validate the effectiveness of the proposed method in resource-abundant languages.

We firstly removed silence region. 13-dimensional mel-frequency cepstral coefficients (MFCCs) and their \( \Delta \) parameters were extracted with a 25 ms analysis window and 10 ms window shift, followed by mean and variance normalization (MVN) to each segment. Then, each frame of target language is linearly transformed with transformation matrix trained on source language (English) and 40-dimensional features are obtained. Note that this linear transformation is obtained by discriminant analysis, maximum likelihood linear transformation, and feature space MLLR trained on source language (English). The 40 dimension fMLLR feature is concatenated with five frames before and after. Thus, a 440 dimension fMLLR feature was used as the input.

5.2. Experimental settings

The models were implemented with Chainer [19]. The numbers of units in each layer of the feature extractor, phoneme, and speaker predictors were \{440, 1024, 1024, 256\}, \{256, 256, 40\}, and \{256, 256, 9\}, respectively. The mini-batch size was set to 1024. Dropout [20] and batch normalization [21] layers were inserted after each hidden layer to prevent over-fitting. The dropout ratio for the feature extractor, phoneme, and speaker predictors were set to 0.1, 0.2, and 0.2, respectively. All models were trained with SGD with learning rate decay as follows:

\[
\mu_p = \frac{\mu_0}{(1 + \alpha \cdot p)^{\beta}},
\]

where \( p \) denotes the training progress, which increases linearly from zero to one in the same manner as was done in [13]. We set \( \mu_0 = 0.01 \), \( \alpha = 10 \), \( \beta = 0.75 \).
5.3. Evaluation metric

Performances of the models were evaluated by measuring the phoneme discriminability of obtained bottleneck features for low-resource languages. ABX discriminability [22] was adopted for the evaluation. This metrics is based on an ABX task, where we test which of a minimal pair of sound (A and B) belonged to the same category as given sound X. If X belongs to A, the distance \( d(A, X) \) between A and X should be smaller than that between B and X over the sound feature space. Based on this assumption, the ABX error rate is calculated using the sets of each phonemes, \( S(x), S(y) \) as:

\[
\theta(x, y) = \frac{1}{m(m-1)n} \sum_{a \in S(x)} \sum_{b \in S(y)} \sum_{x \in S(x) \setminus \{a\}} \left( \mathbb{I}d(a,x) < d(b,x) + \frac{1}{2} \mathbb{I}d(a,x) = d(b,x) \right)
\]  

(8)

where \( m \) and \( n \) correspond to the number of examples that belong to \( S(x) \) and \( S(y) \), and \( \mathbb{I} \) is an indicator function. The distance between sounds \( x \) and \( y \), \( d(x,y) \), where \( x \) and \( y \) can have different length, was calculated by the dynamic time warping on the underlying frame-to-frame distance with cosine similarity.

5.4. Results

Fig. 2 demonstrates the validation losses obtained in each epoch of training: (a) single and (b) adversarial multi-task learning. This figure demonstrates that, in the single task learning, both the phoneme and the speaker classification losses decreased as the number of epochs increased. On the other hand, in the adversarial multi-task learning, only the phoneme classification loss decreased, while speaker classification loss increased. This result indicated that the adversarial learning on the speaker classification network correctly worked and provided the speaker invariant feature.

Tables 1 and 2 list the ABX error values across and within speakers’ test data for zero-resource languages (French, Mandarin) and resource-abundant language (English). The Baselines directly used the features (MFCCs and fMLLR). STL and AMTL represent the single-task learning and adversarial multi-task learning, respectively.

<table>
<thead>
<tr>
<th></th>
<th>English</th>
<th>French</th>
<th>Mandarin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (MFCCs)</td>
<td>23.4</td>
<td>25.2</td>
<td>21.3</td>
</tr>
<tr>
<td>Baseline (fMLLR)</td>
<td>10.832</td>
<td>14.832</td>
<td>10.351</td>
</tr>
<tr>
<td>STL (fMLLR)</td>
<td>7.064</td>
<td>12.100</td>
<td>8.901</td>
</tr>
<tr>
<td>AMTL (fMLLR)</td>
<td>6.796</td>
<td>11.866</td>
<td>8.725</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This paper introduced a novel approach to extract a speaker invariant feature for zero-resource languages. Adversarial multi-task learning was introduced to make a bottleneck feature invariant to a change of speakers. ABX experiments was conducted on one known language and two unknown languages. The experimental comparison demonstrated that the proposed adversarial multi-task learning (AMTL) outperformed the single task learning (STL) for all the languages and achieved the best result of all the methods. This indicates that AMTL could reduce the variation of the speakers.

Table 2: ABX error rate for within speakers test data

<table>
<thead>
<tr>
<th></th>
<th>English</th>
<th>French</th>
<th>Mandarin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (MFCCs)</td>
<td>12.1</td>
<td>12.6</td>
<td>11.5</td>
</tr>
<tr>
<td>Baseline (fMLLR)</td>
<td>6.846</td>
<td>8.955</td>
<td>8.740</td>
</tr>
<tr>
<td>STL (fMLLR)</td>
<td>4.957</td>
<td>8.060</td>
<td>8.008</td>
</tr>
<tr>
<td>AMTL (fMLLR)</td>
<td>4.707</td>
<td>7.592</td>
<td>7.819</td>
</tr>
</tbody>
</table>

Table 1: ABX error rate across speakers’ test data for zero-resource languages (French, Mandarin) and resource-abundant language (English). The Baselines directly used the features (MFCCs and fMLLR). STL and AMTL represent the single-task learning and adversarial multi-task learning, respectively.
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