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ABSTRACT

We investigate secure communication over a channel that undergoes two different classes of attacks at the same time: passive eavesdropping and active jamming. This scenario is perfectly modeled by the concept of arbitrarily varying wiretap channels (AVWCs). We derive a full characterization of the secrecy capacity of AVWCs under list decoding. We show that the list secrecy capacity is either equivalent to the correlated random secrecy capacity or zero depending on the order of symmetrizability of the legitimate AVC. Differently from correlated random codes, our coding scheme does not assume any restrictions on the communication between the eavesdropper and the jammer.

Index Terms— Arbitrarily varying wiretap channel, list decoding, strong secrecy.

1. INTRODUCTION

Information theoretic security is one of the most active research fields nowadays [1]. It was first initiated by Wyner in [2], where he studied secure communication over a wiretap channel with a passive eavesdropper, where the channel state is perfectly known. This assumption is not suitable for real life scenarios, where it is very difficult to acquire a perfect channel state information because the channel usually varies rapidly over time. Additionally, many channels suffer from the presence of active jammers who are capable of maliciously manipulating the channel state in each channel use [3]. In order to capture such effects, the model of the arbitrarily varying channel (AVC) [4, 5, 6] and the arbitrarily varying wiretap channel (AVWC) [3, 7, 8] are considered.

It was shown in [6] that uncorrelated codes fail to establish reliable communication over symmetrizable AVCs, where the jammer can select a channel state that emulates a valid channel input. In order to overcome this issue, correlated random codes were used [4]. However, the usage of such codes requires the existence of a common random source which is only shared between the transmitter and the receiver and must be kept unknown to the jammer. It was also shown that the amount of common randomness needed grows unbounded with the block length of the code. Consequently, correlated random codes are not always feasible in practice. As an alternative, list codes have been used to establish a reliable communication over AVCs [9, 10]. For a given AVC, it was shown that if the list size is greater than the order of symmetrizability of the channel, then the list capacity is equivalent to the correlated random capacity, where the order of symmetrizability identifies the number of valid channel inputs that an AVC can emulate.

The previous results motivated many researchers to investigate secure communication over AVWCs as well. In [11, 12], a full characterization of the correlated and uncorrelated secrecy capacities were given. In this paper, we extend these results and present a full characterization of the list secrecy capacity of an AVWC. In particular, we show that if the list size is greater than the order of symmetrizability of the legitimate channel, then the list secrecy capacity is equivalent to the correlated random secrecy capacity, otherwise it is zero. This result was first established in [13] by using a coding scheme that combines public list codes and correlated random codes. In this paper, we establish the achievable part of the secrecy capacity using a coding scheme based on a secure list code only and is totally independent of the concept of correlated random codes. Our result is also a continuation of our previous work in [14]. It is important to point out here that although the problem of secure communication over quantum AVWC has been recently solved in [15, 16, 17], the extension of these results to list decoding seems to be a very challenging problem. Moreover, the capacity regions for transmitting different kinds of messages (public, private and confidential) [18] over AVWCs is still unknown.

Before, we present our model, we need to highlight some important notations. For every finite set \( A \) and \( n \in \mathbb{N} \),
\( \mathcal{P}(A) \) denotes the set of probability distributions on \( A \), while \( \mathcal{P}_0^n(A) \) denotes the set of empirical distributions arising from all elements \( a^n \in A^n \). For two conditional distributions \( p \in \mathcal{P}(A|B) \) and \( q \in \mathcal{P}(B|C) \), we define \( p \circ q \in \mathcal{P}(A|C) \) to be a conditional distribution given by \( p \circ q(a|c) = \sum_{b \in B} p(a|b)q(b|c) \). While, for the distributions \( p \in \mathcal{P}(A) \) and \( q \in \mathcal{P}(B) \), we define \( p \otimes q \in \mathcal{P}(A \times B) \) to be the product distribution defined as follows: \( p \otimes q(a,b) = p(a)q(b) \). Additionally, we define the conditional distribution \( Id \in \mathcal{P}(A|A) \), where \( Id(a|\tilde{a}) = 1 \) if and only if \( a = \tilde{a} \).

2. SYSTEM MODEL

2.1. Arbitrarily Varying Wiretap Channels

Consider a communication scenario in which the channel undergoes two classes of attacks at the same time. The first attack is carried out by an active adversary also known as the jammer that can maliciously manipulate the channel state for each channel use.

Definition 1. A discrete memoryless arbitrarily varying wiretap channel (AVWC) is denoted by the pair \( (\mathfrak{M}, \mathfrak{N}) \) and is given by the family of pairs with common input as

\[ (\mathfrak{M}, \mathfrak{N}) = \{(W^n_s, V^n_s) : s^n \in S^n\}. \]

Our aim is to establish a reliable communication between the transmitter and the legitimate receiver for all state sequences \( s^n \in S^n \) selected by the jammer, while keeping the eavesdropper completely ignorant about the transmitted information. In order to understand the role played by the jammer, we need to highlight the concept of a symmetrizable AVC as introduced in [6].

Definition 2. An AVC \( \mathfrak{M} \) is symmetrizable if, there exists an auxiliary channel \( \sigma : \mathcal{X} \rightarrow \mathcal{P}(\mathcal{S}) \) such that

\[ \sum_{s \in S} W_s(y|x)\sigma(s|\tilde{x}) = \sum_{s \in S} W_s(y|\tilde{x})\sigma(s|x) \quad (1) \]

holds for every \( x, \tilde{x} \in \mathcal{X} \) and \( y \in \mathcal{Y} \).

The condition in (1) implies that a symmetrizable AVC can emulate a valid channel input making it impossible for the decoder to differentiate between the channel input \( x \) and the channel state \( s \). It has been shown that uncorrelated codes with a pre-specified encoder-decoder pair fail to establish a reliable communication over AVWCs, if the legitimate AVC \( \mathfrak{M} \) is symmetrizable [7, 12]. Unfortunately, a lot of channels of practical relevance fall into the class of symmetrizable channels [19]. To overcome this issue, correlated random codes in which the transmitter and the receiver coordinate their choice of an encoder-decoder pair based on a particular realization of a shared common randomness were used. However, correlated random codes only work under the assumption of restricted communication between the eavesdropper and the jammer [20].

2.2. List Codes

List codes are a special class of uncorrelated codes, in which the decoder outputs a list of \( L \) possible messages, instead of deciding on exactly one message. They have been used to overcome the problem of uncorrelated codes with symmetrizable AVCs [9, 10]. In this paper, we extend this usage to the problem of secure communication over AVWCs.

Definition 3. A list code \( \mathcal{C}_{\text{list}} \) with list size \( L \) for the AVWC \( (\mathfrak{M}, \mathfrak{N}) \) consists of: a set of confidential messages \( \mathcal{M} \), a stochastic encoder \( E : \mathcal{M} \rightarrow \mathcal{P}(\mathcal{X}^n) \), and a list decoder \( \varphi_L : \mathcal{Y}^n \rightarrow \mathcal{P}_L(\mathcal{M}) \), where \( \mathcal{P}_L(\mathcal{M}) \) is the set of all subsets of \( \mathcal{M} \) with cardinality at most \( L \).

The reliability performance of \( \mathcal{C}_{\text{list}} \) is measured in terms of its average error probability \( \bar{e}_L(\mathcal{C}_{\text{list}}) \) as follows:

\[ \bar{e}_L(\mathcal{C}_{\text{list}}) = \max_{s^n \in \mathcal{S}^n} \bar{e}_L(s^n|\mathcal{C}_{\text{list}}) = \max_{s^n \in \mathcal{S}^n} \left[ \frac{1}{|\mathcal{M}|} \sum_{m} \sum_{x^n \in \mathcal{X}^n} W^n_s(y^n|x^n)E(x^n|m) \right]. \]

On the other hand, the secrecy performance of \( \mathcal{C}_{\text{int}} \) is guaranteed by ensuring that the information leakage of the confidential message \( \mathcal{M} \) to the eavesdropper with respect to the strong secrecy criterion is small as follows:

\[ \lim_{n \to \infty} \max_{s^n \in \mathcal{S}^n} I(M; Z^n_s|\mathcal{C}_{\text{int}}) = 0, \quad (2) \]

where \( Z^n_s \) is the channel observation of the eavesdropper for state sequence \( s^n \).

Definition 4. A non-negative number \( R \) is an achievable list secrecy rate for the AVWC \( (\mathfrak{M}, \mathfrak{N}) \) with list size \( L \), if for all \( \tau > 0 \) and all \( \lambda, \delta \in (0, 1) \), there is an \( n(\tau, \lambda, \delta) \in \mathbb{N} \), such that for all \( n > n(\tau, \lambda, \delta) \), there exists a sequence of list codes \( (\mathcal{C}_{\text{int}})_n \), that satisfies the following:

\[ \frac{1}{n} \log \left| \frac{|\mathcal{M}|}{L} \right| \geq R - \tau \quad (3) \]

\[ \max_{s^n \in \mathcal{S}^n} I_L(s^n|\mathcal{C}_{\text{int}}) \leq \lambda \quad (4) \]

\[ \max_{s^n \in \mathcal{S}^n} I(M; Z^n_s|\mathcal{C}_{\text{int}}) \leq \delta. \quad (5) \]

The list secrecy capacity \( C_L(\mathfrak{M}, \mathfrak{N}, L) \) is given by the supremum of all achievable list secrecy rates \( R \).
In order to investigate the list capacity region, we need a generalization of the concept of symmetrizability as follows:

**Definition 5.** An AVC $\mathcal{W}$ is $L$-symmetrizable, if there exists an auxiliary channel $\sigma : \mathcal{X}^L \rightarrow \mathcal{P}(\mathcal{S})$, such that for every permutation $\pi$ of the sequence $(1, \ldots, L + 1)$

$$
\sum_{s \in \mathcal{S}} W_s(y|x_1)\sigma(s|x_{\pi(1)}), x_{\pi(2)}, \ldots, x_{\pi(L+1)}) = \\
\sum_{s \in \mathcal{S}} W_s(y|x_{\pi(1)})\sigma(s|x_{\pi(2)}), x_{\pi(3)}, \ldots, x_{\pi(L+1)})
$$

holds for every $x^{L+1} \in \mathcal{X}^{L+1}$ and $y \in \mathcal{Y}$.

For a given AVC, the largest $L$ for which this AVC is $L$-symmetrizable is called the order of symmetrizability and is denoted by $L(G)$.

### 3. LIST SECRECY CAPACITY OF THE AVWC

#### 3.1. Main Result

For an AVWC $(\mathcal{W}, \mathcal{V})$, we define the following multi-letter expression:

$$
C^*_s(\mathcal{W}, \mathcal{V}) = \lim_{n \to \infty} \frac{1}{n} \max_{p \in \mathcal{P}(\mathcal{U}_n)} \max_{p_s \in \mathcal{P}^{\mathcal{X}^n}(\mathcal{U}_n)} \left( \min_{q \in \mathcal{P}(\mathcal{S}^n)} I(U_n; Y^*_q) - \max_{s^n \in \mathcal{S}^n} I(U_n; Z^n_q) \right).
$$

**Theorem 1.** The list secrecy capacity $C_s(\mathcal{W}, \mathcal{V}, L)$ of the AVWC $(\mathcal{W}, \mathcal{V})$ is characterized by the following:

$$
C_s(\mathcal{W}, \mathcal{V}, L) = 
\begin{cases} 
0 & \text{if } L \leq L(G) \\
C^*_s(\mathcal{W}, \mathcal{V}) & \text{if } L > L(G).
\end{cases}
$$

Theorem 1 implies that for an AVWC with an order of symmetrizability $L(G)$, a list code with list size $L > L(G)$ can provide a reliable and secure communication at the rate given by (7) which is equivalent to the correlated random secrecy capacity cf. [12]. This implies that with the proper selection of the list size $L$, we can always achieve the correlated random secrecy capacity even in the absence of a shared randomness between the transmitter and the legitimate receiver. Additionally, list codes do not enforce any restrictions on the communication between the eavesdropper and the jammer.

**Coding Problem:** We consider a coding scheme that combines the reliability list decoding scheme for a non-$L$-symmetrizable AVC introduced in [10] and the strong secrecy techniques introduced in [11, 12]. The main issue of using this approach is that the rate in (7) is calculated with respect to the AVWC $(\mathcal{W} \circ p_n, \mathcal{V} \circ p_n)$ that arises from using the prefix channel $\mathcal{P}(X^n|\mathcal{U}_n)$. It was shown in [12] that using a prefix channel can change a non-symmetrizable AVC to a symmetrizable one. This implies that, even if $\mathcal{W}$ is not $L$-symmetrizable, $\mathcal{W} \circ p_n$ might be one.

In order to solve this issue, we adapt the coding technique introduced in [12] to the concept of list decoding as follows: We restrict the calculation of $C^*_s(\mathcal{W}, \mathcal{V})$ to a family of prefix channels given by $p'_n = Id \otimes p_{2}, \ldots, n$. We then show that calculating $C^*_s(\mathcal{W}, \mathcal{V})$, using this family of prefix channels is asymptotically as good as using the full set of prefix channels $\mathcal{P}(X^n|\mathcal{U}_n)$. In addition, this family of prefix channels assures that $(\mathcal{W} \circ p'_n)$ is not $L$-symmetrizable as long as $\mathcal{W}$ is not.

#### 3.2. Important Tools

Before we present the proof of Theorem 1, we need to highlight some of the main tools that play an important role in establishing our coding theorem.

**Lemma 1.** [9, Lemma 1] [10, Lemma 4] For a given AVC $\mathcal{W}$, if $\mathcal{W}$ is $L$-symmetrizable, then the list capacity with list size $L$ vanishes, i.e. $C(\mathcal{W}, L) = 0$.

This lemma is an extension of the result established in [6, Theorem 1], where it was shown that symmetrizability makes it impossible to establish a reliable message transmission using uncorrelated codes.

**Lemma 2.** [10, Lemma 3] For an AVC $\mathcal{W}$ with an order of symmetrizability $L(G)$, let $L = L(G) + 1$. Then for any $\delta, \gamma > 0$, there exists a list code $C_{list}$ with list size $L$ and block length $n$ such that $\hat{e}_L(C_{list}) < 2^{-n^\gamma}$, as long as

$$
\min_{q \in \mathcal{P}(\mathcal{S})} I(X; Y_q) - \delta < \frac{1}{n} \log \frac{|\mathcal{M}|}{L} < \min_{q \in \mathcal{P}(\mathcal{S})} I(X; Y_q) - \frac{2\delta}{3}.
$$

This lemma was proved in [10] by using a collection of codewords $x^n(m)$ that satisfy the constraints in [10, Lemma 4]. In addition to the previous two lemmas, we will need to extend the list decoder introduced in [10, Definition 4] such that instead of having one message $m \in \mathcal{M}$, we have a two messages $m \in \mathcal{M}$ and $m_r \in \mathcal{M}_r$. Finally, we highlight the following secrecy lemma:

**Lemma 3.** [12, Lemma 2] For any $\tau > 0$, there exists a value $\delta_r > 0$ and an $n_0(\tau)$, such that for all $n \geq n_0(\tau)$, there exist codewords $x^n(m, m_r) \in \mathcal{T}_X^n \subset X^n$ where $\mathcal{T}_X^n$ is the set of typical sequences of length $n$, such that for an AVC $\mathcal{W}$, we have for all $s^n \in \mathcal{S}^n$ and $m \in \mathcal{M}$

$$
1 \geq \frac{\log |\mathcal{M}_r|}{n} \sum_{m_r=1}^{|\mathcal{M}_r|} V_{s^n}(\cdot | x^n(m, m_r)) - \mathbb{E}[V_{s^n}(\cdot | X^n)] \leq 2^{-n\delta_r},
$$

where $\mathbb{E}[\cdot]$ is the expectation, $X^n$ is distributed according to $\mathcal{P}(X^n = x^n) := \frac{1}{|\mathcal{T}_X^n|} \mathbb{1}_{\mathcal{T}_X^n}(x^n)$ and $\lim_{\tau \to 0} \delta_r = 0$. 

1974
3.3. Proof of Theorem 1

For the achievability, we will only focus on the case where the AVC $\mathcal{M}$ is not $L$-symmetrizable and present the following coding scheme:

1) Prefix Channel: We start by considering the input distributions $p$ and the conditional distributions $p_m$, arising from the optimization problem in (7). Without loss of generality, for every $r \in \mathbb{N}$, let $\mathcal{U}_r = X^r$ and define the following:

$$C_r := \max_{p \in \mathcal{P}(\mathcal{U}_r)} \max_{p_m \in \mathcal{P}(X^r | \mathcal{U}_r)} \left( \min_{q \in \mathcal{P}(S^*)} \mathbb{I}(U_r; Y^r_q) - \max_{s \in S^*} \mathbb{I}(U_r; Z^r_s) \right),$$

where $W^*_r(y^r | x^r) = \sum_{s^r} q(s^r) W^r_s(y^r | x^r)$. Then, for an arbitrary $r$ fixed $r \in \mathbb{N}$ and an arbitrary $\epsilon \geq 0$, let $p^* \in \mathcal{P}(\mathcal{U}_r)$ and $p^*_m \in \mathcal{P}(X^r | \mathcal{U}_r)$ be such that

$$C_r - \epsilon = \min_{q \in \mathcal{P}(S^*)} \mathbb{I}(U_r^*; Y_q^r) - \max_{s \in S^*} \mathbb{I}(U_r^*; Z_s^r).$$

Now, let $\tilde{p} \in \mathcal{P}(\mathcal{U}_{r+1})$, such that $\tilde{p} := \pi \otimes p^*$, where $\pi \in \mathcal{P}(\mathcal{X})$ is defined as $\pi(x) := |\mathcal{X}|^{-1}$ and $\tilde{p}_{r+1} \in \mathcal{P}(X^{r+1} | \mathcal{U}_r)$, such that $\tilde{p}_{r+1} := \sigma \otimes p^*$, where $\sigma \in \mathcal{P}(\mathcal{X} | \mathcal{X})$ is defined as $\sigma(x | x) = 1$ if $x = \bar{x}$. Then, from (8), it holds that

$$C_{r+1} \geq \min_{q \in \mathcal{P}(S^{r+1})} \mathbb{I}(\tilde{U}_{r+1}; Y^r_q) - \max_{s^r \in S^r} \mathbb{I}(\tilde{U}_{r+1}; Z^r_{s^r+1})$$

(a) follows from the definition of $\tilde{p}$ and $\tilde{p}_{r+1}$; (b) follows from the mutual information chain rule and the fact that $\mathbb{I}(X_r^r; Z_{s^r}) \leq \log |\mathcal{X}|$. Since $\mathcal{M}$ is not $L$-symmetrizable, it follows that for every $r \geq 2$, the AVC $\mathcal{M}$ is not $L$-symmetrizable as well.

2) Coding for the AVWC: For every $t \in \mathbb{N}$ and $r \in \mathbb{N} \setminus \{1\}$, let $p \in \mathcal{P}_0(\mathcal{U}_r)$ and use it to construct the set of codewords $u_t^* (m, m_r) \in T_p \subset \mathcal{U}_t$, for $m \in \mathcal{M}$ and $m_r \in \mathcal{M}_r$. Using the union bound, we can show that the constructed codewords will satisfy the constraints in [10, Lemma 4] and Lemma 3 with probability approaches one as $t \to \infty$. Now, given a confidential message $m \in \mathcal{M}$, the encoder chooses a randomization message $m_r \in \mathcal{M}_r$ uniformly at random then outputs the codeword $u_t^* (m, m_r)$. At the legitimate receiver, we use a list decoder $\varphi_L$ similar to the one given by [10, Definition 4].

3) Reliability and secrecy analysis: Since the AVC $\mathcal{M}$ is not $L$-symmetrizable, Lemma 2 implies that there exists a list code with list size $L$ and block length $t$ which can be used to transmit the messages $(m, m_r)$ reliably, if

$$\liminf_{t \to \infty} \frac{1}{t} \log \frac{1}{t} \log |\mathcal{M}| \geq \min_{q \in \mathcal{P}(S^*)} \mathbb{I}(U_r; Y^r_q) - \delta.$$  

On the other hand, based on Lemma 3 along with the secrecy analysis in [12], the constructed code is asymptotically secure in the strong sense, as long as

$$\liminf_{t \to \infty} \frac{1}{t} \log |\mathcal{M}| \leq \max_{s \in S^*} \mathbb{I}(U_r; Z^r_s) + 2\delta.$$  

Now, let $p \in \mathcal{P}_0(\mathcal{U}_r)$ converges to $\tilde{p} \in \mathcal{P}(\mathcal{U}_r)$, such that $\tilde{p} = p^* \otimes \pi$, where $\pi$ is as defined before and $p^* \in \mathcal{P}(\mathcal{U}_{r-1})$ being an optimal choice for the optimization problem in (8), then from (9), (10) and (11) we have

$$\liminf_{t \to \infty} \frac{1}{t} \log |\mathcal{M}| = \frac{C_{r+1} - \log |\mathcal{X}| - 3\delta.}$$

4) From $\mathcal{M}$ to $\mathcal{M}$: Let $\tilde{r} \in \{0, \ldots, r-1\}$, such that for every $n \in \mathbb{N}$, we define $n = t \cdot r + \tilde{r}$. Since we assumed without loss of generality that $\mathcal{U}_r = X^r$, we can transform the constructed codewords $u_t^* (m, m_r)$ into $x^{\tilde{r} \cdot (m, m_r)}$. We then construct the codewords $x^n (m, m_r)$ for $m \in \mathcal{M}$ and $m_r \in \mathcal{M}_r$ by concatenating a dummy codeword $x^t$ to the transformed codeword $x^{\tilde{r} \cdot (m, m_r)}$. One can easily show that the dummy codeword $x^t$ will not affect the reliability and secrecy performance of the original code. This implies that the achievability rate for the AVWC $\mathcal{M}$ is given by:

$$R = \liminf_{t \to \infty} \frac{1}{t} \log |\mathcal{M}| = \liminf_{t \to \infty} \frac{1}{t} \cdot \frac{1}{r+t} \cdot t \log |\mathcal{M}| = \frac{1}{r} \liminf_{t \to \infty} \frac{1}{t} \log \frac{|\mathcal{M}|}{L} = \frac{1}{r} (C_{r+1} - \log |\mathcal{X}| - 3\delta).$$

Since $\lim_{r \to \infty} \frac{r-1}{r} = 1$, it follows that $C_S(\mathcal{M}, L) \geq \lim_{r \to \infty} \frac{1}{r} C_{r+1}$. This completes our achievability proof. The other hand, the converse follows using the same steps used to establish the converse of the correlated random secrecy capacity in [11, Section VIII].

Finally, we need to highlight the main difference between this achievability proof and the one presented in [13] and why it is better to use a coding scheme like the one presented in this paper. In [13], we used a coding scheme that is based on the concatenation of a public list code and a correlated random secrecy code, where the public list code is used to establish the necessary common randomness required. Due to the dependence of this coding scheme on correlated random codes, it is only valid under the assumption of restricted communication between the jammer and the eavesdropper. Differently, the coding scheme presented in this paper is based on a pure list secrecy code. Thus, even if the eavesdropper and the jammer cooperate together, we can establish a reliable and secure communication over an AVWC.
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