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ABSTRACT

Unsupervised cross-database facial expression recognition (FER) is a challenging problem, in which the training and testing samples belong to different facial expression databases. For this reason, the training (source) and testing (target) facial expression samples would have different feature distributions and hence the performance of lots of existing FER methods may decrease. To solve this problem, in this paper we propose a novel super wide regression network (SWiRN) model, which serves as the regression parameter to bridge the original feature space and the label space and herein in each layer the maximum mean discrepancy (MMD) criterion is used to enforce the source and target facial expression samples to share the same or similar feature distributions. Consequently, the learned SWiRN is able to predict the expression categories of the target samples although we have no access to any label information of target samples. We conduct extensive cross-database FER experiments on CK+, eNTERFACE, and Oulu-CASIA VIS facial expression databases to evaluate the proposed SWiRN. Experimental results show that our SWiRN model achieves more promising performance than recent proposed cross-database emotion recognition methods.

Index Terms— Cross-database facial expression recognition, transfer learning, domain adaptation, super wide network

1. INTRODUCTION

In the past few decades, facial expression recognition (FER) has become a very active research topic among affective computing, pattern recognition, and human-computer interaction (HCI) [1]. Generally speaking, the aim of FER is to learn a classifier based on a set of labeled training facial expression samples such that the learnt classifier can accurately predict the expression categories, e.g., happiness, fear, anger, sadness, surprise and disgust, of the unlabeled testing samples [2]. Currently, many researchers have been devoted to investigating FER [3, 4] and proposed various methods. It is notable that among the evaluation of the existing FER methods, the training and testing samples usually belong to the same facial expression database and hence the training and testing samples can be thought to share the same or similar feature distribution. However, in many practical scenarios, the training (source) and testing (target) facial expression samples may come from two different databases. In this case, the original similar feature distribution between the training and testing facial expression samples would not be satisfied. Consequently, the performance of the above mentioned well-performed FER methods may decrease significantly. This thus brings us a challenging but interesting topic, i.e., cross-database FER.

As a typical domain adaptation (DA) [5] problem, cross-database FER can follow the categorization of DA. According to the provided label information of the target (testing) facial expression samples, cross-database can be roughly divided to two cases including semi-supervised case and unsupervised case [6, 7]. In semi-supervised case, the label information of target facial expression samples is available, while in unsupervised case, all the target facial expression samples are completely unknown. In this paper, we will focus on unsupervised case in cross-database facial expression recognition problem, which is more difficult and has drawn lots of attention of researchers in recent years. To solve this challenging problem, Sangineto et al. [8] proposed a transductive parameter transfer method to obtain satisfactory parameters of target-specific classifiers, which is transferred from the parameter information provided by the source-specific classifiers. In the work of [9], Zheng et al. proposed a novel transductive transfer subspace learning (TTSL) framework to deal with unsupervised cross-database FER problem. Their TTSL framework aims at learning a discriminative subspace to predict the expression categories of the unlabelled target samples by combining labelled source samples and an auxiliary set that is selected from target facial expression samples. Recently, a domain
adaptive dictionary learning (DADL) method is proposed for unsupervised cross-database FER problem, aiming to learn a common dictionary [6]. Besides the above methods, it is also worth mentioning the work of selective transfer machine (STM) [10, 11], which is proposed for personalized facial action unit detection. STM inherits the ability of kernel mean matching (KMM) [12] to eliminate the feature distribution difference between source and target samples and also have the discriminative ability of support vector machine (SVM).

In this paper, we propose a simple but effective deep learning model called super wide regression network (SWiRN) to handle the unsupervised cross-database FER problem. We illustrate the basic idea of SWiRN and its structure in Fig. 1. As Fig. 1 shows, we use a super wide network (two fully connected layers in this paper) to serve as the regression parameter instead of using projection matrix in subspace learning to build the relationship between the facial expression features and labels. Meanwhile, by using MMD [13] criterion as regularization, we enforce the output of SWiRN with source and target samples as input, respectively, to have the same or similar feature distribution.

2. CROSS-DATABASE FER USING SUPER WIDE REGRESSION NETWORK

2.1. Notations

In this section, we first introduce the notations which will be used in this paper. Suppose that $X_s \in \mathbb{R}^{d \times n_s}$ and $X_t \in \mathbb{R}^{d \times n_t}$ are the feature matrices extracted from the facial expression samples belonging to the source and target databases, respectively, where $d$ is the dimension of the expression feature and $n_s$ and $n_t$ denote the numbers of source and target facial expression samples. According to the problem setting of unsupervised cross-database facial expression recognition, only the label information of source database is known. Therefore, let $L_s \in \mathbb{R}^{c \times n_s}$ be the label matrix of source facial expression samples, where $c$ is the number of facial expressions. Each column $l_s^i$ ($i = 1, \cdots, n_s$) of $L_s$ is called the class vector whose elements are binary, i.e., 0 or 1. Only the $j^{th}$ element of $l_s^i$ is 1 and others are all 0 if its corresponding facial sample belongs to the $j^{th}$ facial expression.

2.2. Linear Regression Model

Regression methods [14, 1, 15] has been successfully applied to FER and other emotion recognition problems. The basic idea of regression method for FER is straightforward, i.e., learning a regression parameter to build the relationship between expression features and labels, which can be formulated as follows:

$$
\min_{U} \|L_s - U^T X_s\|_F^2,
$$

(1)

where $U$ is the regression parameter. In fact, from the view of subspace learning, Eq.(1) can be also interpreted as learning a projection matrix to bridge the original expression feature space and the expression label space. Hence, we can extend this simple yet effective regression method to a domain adaptive version such that the learned projection matrix can transform the target samples from feature space to label space as well. More importantly, it is hoped in the label space, the transformed source and target samples would have the same or similar feature distributions. Thus, the regression method can be applicable to cross-database FER problem. To this end, we first design a simple criterion to measure the distribution difference in a subspace, which is derived from MMD [13]. It is known that according to the definition of MMD, the distribution distance can be viewed as the mean difference in the Hilbert space. In our case, we simply use the feature mean vector to measure the distribution distance between the source and target feature sets. More specifically, the optimal learned regression parameter $U$ should also be the one, which can minimize the following optimization problem:

$$
\min_{U} \frac{1}{n_s} U^T X_s 1_s - \frac{1}{n_t} U^T X_t 1_t, \quad (2)
$$

where $1_s$ and $1_t$ are the vectors whose elements are all ones and their dimensions are $n_s$ and $n_t$, respectively. By using Eq.(2) as the regularization term for Eq.(1), we will arrive at the optimization problem as follows:

$$
\min_{U} \|L_s - U^T X_s\|_F^2 + \lambda \left( \frac{1}{n_s} U^T X_s 1_s - \frac{1}{n_t} U^T X_t 1_t \right)^2, \quad (3)
$$

where $\lambda$ is the regularization parameter.
2.3. Super Wide Regression Network

Recently, deep learning (DL) network such as autoencoder (AE), convolutional neural network (CNN), and recurrent neural network (RNN) have shown its effective applications in many vision tasks [16]. One major reason is that DL networks have powerful nonlinear representation abilities. For example, CNN can learn an excellent representation of images and has been widely used in various image based research fields. We will resort to the nonlinearity of DL network and leverage it to refine the regression model shown in Eq.(3). To differentiate with linear regression model in Eq.(3), we call this new regression model super wide regression network (SWiRN). Simply speaking, we use the network parameters of SWiRN to obtain the predicted label vector with the target facial expression sample as input and further infer its corresponding facial expression category.

3. EXPERIMENTS

3.1. Databases and Experimental Protocol

In this section, we evaluate the performance of our proposed SWiRN method by conducting extensive cross-database FER experiments on three dynamic facial expression databases including CK+ [17], eNTERFACE [18], and Oulu-CASIA VIS [19]. CK+ database consists of 593 facial videos from 123 subjects, in which 327 samples are assigned one of eight basic facial expressions (Neutral, Anger, Contempt, Disgust, Fear, Happy, Sadness, and Surprise). The eNTERFACE database is composed of 1287 facial videos from 43 subjects and they are categorized into six basic expressions including Anger, Disgust, Fear, Happy, Sadness, and Surprise. Oulu-CASIA VIS database is captured in three different illumination conditions, i.e., normal, weak, and dark, by a normal visual (VIS) camera. It contains 1440 samples from 80 subjects, which are divided into six expressions. In the experiments, we choose either two of the above three databases, e.g., CK+ and eNTERFACE, to serve as source and target database, respectively. Therefore, we have totally six groups of experiments. For convenience, we denote these six experiments by Exp.1, Exp.2, · · · , Exp.6, respectively, whose detailed information of source and target databases can be found from Tables 1, 2, and 3.

Local binary pattern from three orthogonal planes (LBP-TOP) [20] is employed as the expression features. According to the suggestion of the work [20], spatial division scheme is also adopted to divide the facial expression samples into a few facial blocks in the LBP-TOP extraction. In our experiments, the spatial division grid is set as 4×4. Regarding the parameters of LBP-TOP, we set the radius $R$ as 1 and the number of neighbors $P$ as 8, respectively. In the end, for a facial expression video sample, we use a 2832-dimensional LBP-TOP feature vector to describe it. Furthermore, we employ the weighted average recall (WAR) and the unweighted average recall (UAR) [21] as the evaluation metrics, where WAR is the normal accuracy while UAR means the accuracy per class divided by the number of classes without considerations of instances per class. Besides, for comparison purpose, we choose three typical domain adaptation methods that are successfully applied in dealing with cross-database emotion recognition, i.e., KMM+SVM [22], KLEIP+SVM [22], and STM [10, 11] to conduct the designed experiments as well. Besides, SVM without any domain adaptation is also included in the comparison. In addition, it is noted that we choose linear kernel for SVM through all the experiments and Gaussian kernel for KMM and KLIEP. To show their best performance, we use the grid search strategy for select the optimal kernel parameter for KMM and KLIEP which corresponds to the best results. For STM, there is a trade-off parameter $\lambda$. Grid search strategy is also adopted to determine the optimal $\lambda$ for STM.

Finally, as to the setup of the proposed SWiRN in the experiments, we set the dimensions of two full connection layers to 10000 and 20000. Backpropagation (BP) algorithm is used to optimize the parameters of the SWiRN. The learning rate for training our network is set to $1e^{-3}$ and the parameters of SWiRN are initialized as all zeros. We record the result of each cross-database FER experiment when the optimization reaches totally 50,000 iterations and the final reported result of each experiment is the average after the experiment is ran for ten times.

3.2. Experimental Results and Discussion

The results of all the methods for different group of experiments are given in Tables 1, 2, and 3, respectively, where the best UAR and WAR in each experiment are highlighted with bold typeface. From the results, it is clear to see that in all the experiments, the results of the proposed SWiRN method achieves very promising results in terms of both UAR and WAR over the baseline method (SVM without any domain adaptation).
Table 1. Results in terms of UAR and WAR of Exp.1 and Exp.2 cross-database FER experiments, where the common expressions (6 classes) are Angry, Disgust, Fear, Happy, Sadness and Surprise.

<table>
<thead>
<tr>
<th>#</th>
<th>Source Database</th>
<th>Target Database</th>
<th>SVM UAR</th>
<th>SVM WAR</th>
<th>KMM+SVM UAR</th>
<th>KMM+SVM WAR</th>
<th>KLIEP+SVM UAR</th>
<th>KLIEP+SVM WAR</th>
<th>STM+SVM UAR</th>
<th>STM+SVM WAR</th>
<th>SWiRN UAR</th>
<th>SWiRN WAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CK+</td>
<td>Oulu-CASIA VIS</td>
<td>24.03</td>
<td>24.03</td>
<td>25.00</td>
<td>25.00</td>
<td>26.74</td>
<td>26.74</td>
<td>25.49</td>
<td>25.49</td>
<td>28.33</td>
<td>28.33</td>
</tr>
<tr>
<td>2</td>
<td>Oulu-CASIA VIS</td>
<td>CK+</td>
<td>29.52</td>
<td>47.57</td>
<td>32.68</td>
<td>47.57</td>
<td>58.67</td>
<td>62.78</td>
<td>43.07</td>
<td>39.48</td>
<td>60.94</td>
<td>64.08</td>
</tr>
</tbody>
</table>

Table 2. Results in terms of UAR and WAR of Exp.3 and Exp.4 cross-database FER experiments, where the common emotion states (6 classes) are Angry, Disgust, Fear, Happy, Sadness and Surprise.

<table>
<thead>
<tr>
<th>#</th>
<th>Source Database</th>
<th>Target Database</th>
<th>SVM UAR</th>
<th>SVM WAR</th>
<th>KMM+SVM UAR</th>
<th>KMM+SVM WAR</th>
<th>KLIEP+SVM UAR</th>
<th>KLIEP+SVM WAR</th>
<th>STM+SVM UAR</th>
<th>STM+SVM WAR</th>
<th>SWiRN UAR</th>
<th>SWiRN WAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>CK+</td>
<td>eNTERFACE</td>
<td>16.90</td>
<td>16.94</td>
<td>21.26</td>
<td>21.29</td>
<td><strong>27.06</strong></td>
<td><strong>23.95</strong></td>
<td>18.76</td>
<td>18.80</td>
<td>20.35</td>
<td>20.33</td>
</tr>
<tr>
<td>4</td>
<td>eNTERFACE</td>
<td>CK+</td>
<td>11.45</td>
<td>18.54</td>
<td>23.39</td>
<td>28.48</td>
<td>27.60</td>
<td>23.95</td>
<td>26.11</td>
<td>22.65</td>
<td><strong>30.68</strong></td>
<td><strong>32.20</strong></td>
</tr>
</tbody>
</table>

Table 3. Results in terms of UAR and WAR of Exp.5 and Exp.6 cross-database FER experiments, where the common emotion states (6 classes) are Angry, Disgust, Fear, Happiness/Happy, Sadness and Surprise.

<table>
<thead>
<tr>
<th>#</th>
<th>Source Database</th>
<th>Target Database</th>
<th>SVM UAR</th>
<th>SVM WAR</th>
<th>KMM+SVM UAR</th>
<th>KMM+SVM WAR</th>
<th>KLIEP+SVM UAR</th>
<th>KLIEP+SVM WAR</th>
<th>STM+SVM UAR</th>
<th>STM+SVM WAR</th>
<th>SWiRN UAR</th>
<th>SWiRN WAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>eNTERFACE</td>
<td>Oulu-CASIA VIS</td>
<td>17.99</td>
<td>17.99</td>
<td>18.40</td>
<td>18.40</td>
<td>20.35</td>
<td>20.35</td>
<td>17.22</td>
<td>17.22</td>
<td><strong>26.95</strong></td>
<td><strong>26.95</strong></td>
</tr>
<tr>
<td>6</td>
<td>Oulu-CASIA VIS</td>
<td>eNTERFACE</td>
<td>17.67</td>
<td>17.72</td>
<td>18.99</td>
<td>19.04</td>
<td>18.37</td>
<td>18.41</td>
<td>18.06</td>
<td>18.10</td>
<td><strong>20.86</strong></td>
<td><strong>20.84</strong></td>
</tr>
</tbody>
</table>

adaptation). More importantly, we can find that in most cases including Exp.1, Exp.2, Exp.4, Exp.5, and Exp.6, the proposed SWiRN method achieves the highest UAR and WAR among all the methods. Especially in Exp.2 and Exp.4, our method get higher results (UAR 31.42%, 19.23% and WAR 16.51%, 13.66%) than the baseline (SVM). However, we notice that in Exp.1 and Exp.3, both UAR and WAR of the proposed SWiRN method achieves very small promotion (Exp.1 with UAR 4.3% WAR 4.30%, Exp.3 with UAR 3.45% WAR 3.39%), even in Exp.3 it is slightly lower than that of KMM + SVM and KLIEP + SVM. We think this is most likely due to the limited label information provided by a small number of samples in source database, which results insufficient training of our model, such as Exp.1 and Exp.3. In the experiments, the sample number of CK+ is only 309, which is much smaller than that of eNTERFACE (1287) and Oulu-CASIA VIS (1440). More unlabeled target samples may affect the discriminant ability of SWiRN since the label information given by source samples is so limited compared with a large number of unlabeled target samples.

4. CONCLUSIONS

In this paper, we have proposed a super wide regression network (SWiRN) to deal with the unsupervised cross-database FER problem. By using the super wide network to serve as the regression parameter, SWiRN method establish a relationship between the expression features and labels which is implemented in each layer of SWiRN. MMD criterion is applied to eliminate the feature distribution difference between the source and target facial expression samples. Consequently, the trained classifier based on the source samples can accurately predict the facial expression categories of the testing samples. To evaluate the proposed SWiRN based unsupervised cross-database FER method, extensive experiments are conducted on CK+, eNTERFACE and OULU-CASIA VIS databases. The experimental results demonstrate the effectiveness of the proposed SWiRN method. Since the addition of neural networks is desirable in cross-data facial expression recognition tasks, we will introduce the convolution neural network into our SWiRN method to improve the recognition accuracy in the future.
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