We propose a rate-distortion optimized framework for estimating illumination changes (lighting variations, fade in/out effects) in a highly scalable coding system. Illumination variations are realized using multiplicative factors in the image domain and are estimated considering the coding cost of the illumination field and input frames which are first subject to a temporal Lifting-based Illumination Adaptive Transform (LIAT). The coding cost is modelled by an $\ell_1$-norm optimization problem which is derived to approximate a quadratic-log function which emerges from rate-distortion considerations. The optimization problem is solved using ADMM. The proposed solution works the same or better than a mesh-based approach proposed in prior work, where sparsity was controlled by explicitly choosing mesh parameters. In the compression-inspired formulation presented here, sparsity is discovered automatically through the solution of a convex program that depends only on a target rate-distortion operating point.
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1. INTRODUCTION

Video compression techniques achieve compression efficiency by compensating for the temporal variations that occur between frames. In such schemes the current frame is predicted using a reference frame and the difference between the current frame and the prediction is coded as the residual. For sequences with illumination variations due to lighting changes or fade in/out effects, illumination compensation is essential in reducing the residual signal.

Weighted prediction methods are used in H.264 [1] and HEVC [2] standards to compensate temporal illumination changes in order to enhance the coding efficiency. Illumination compensation in the context of compression has been mostly studied using a scale and offset applied to a reference frame $f_0$ to predict the target frame $f_1$ by $f_1 = \alpha f_0 + \beta$ [1–4]. The scale ($\alpha$) and offset ($\beta$) parameters are typically spatially slow varying and estimated using block-based models providing a piecewise constant representation of the illumination variation. Although the $\beta$ term forms part of the illumination model, it need not be separatedly coded, since it is an additive term in the image domain which can simply be folded into the coded residual information.

Block-based strategies can produce abrupt and visually-annoying changes in illumination across block boundaries [5]. Moreover, block-based coding approaches are less amenable to highly scalable coding schemes [6].

In our previous work [4] we proposed a scalable coding framework that utilizes a lifting-based illumination adaptive transform (LIAT) to exploit inter-frame redundancy in the presence of illumination variations. A spatially affine mesh-based model replaced the block-based models, enabling a spatially smooth description of illumination change. Importantly, we showed that the inclusion of an update step in addition to the predict step in the temporal transform schemes for illumination compensation can markedly improve the coding efficiency of conventional predict only schemes.

In our prior work [4] the illumination field was defined using a fixed size mesh, limiting the illumination representation to the same sparsity over the whole frame. Furthermore, the optimal mesh size had to be discovered by searching through a range of plausible sizes and noting the corresponding rate-distortion (R-D) performance. In this work we address these limitations while retaining the highly scalable nature of the coding framework.

We also note that alternative coding schemes [7–9] that use blocks to perform spatially varying illumination compensation, estimate the block-based illumination parameters in a manner that is greedy from a R-D optimization perspective. That is illumination parameters are determined by taking into consideration the R-D impact on the current block and its causal neighbours. The impact on future blocks that are yet to be coded is not considered and therefore only a sub-optimal solution can be reached. In contrast, in this work we estimate the illumination model parameters by solving a convex program that finds a globally optimum R-D operating point.

In a compression framework, both the illumination field and the texture information are subject to a spatial transform prior to coding; therefore we formulate a model for coding cost in the transform domain. Modelling the problem in the transform domain also resolves the need to explicitly deal with the offset value $\beta$ for illumination compensation since the offset term becomes part of the coding cost of the residue component. While we provide R-D coding results, our emphasis is to illustrate that the proposed compression inspired convex formulation can effectively distribute information in a sequence between coded multiplicative illumination terms and texture data.

Since our proposed framework uses temporal and spatial wavelet transform, it naturally endows spatio-temporal scalability. In addition, the wavelet subband coefficients are subject to embedded block coding as defined by the EBCOT algorithm of JPEG 2000 [10], thereby ensuring rate or quality scalability.

It should be noted that this work primarily focuses on applications with considerable illumination variation among frames. For our study here, global motion is compensated as a preprocessing step to illumination compensation. Apart from this, we do not consider motion at all in this work, so that any local scene motion remains un-
we formulate the total distortion and total coded length as [12, 13]
\[ D = \sum_{s,n} D_{s,n} = \sum_{s,n} |y_{s,n}|^2 g_{s,n} e^{-\lambda L_{s,n}} \]  
(2)
\[ L = \sum_{s,n} L_{s,n} = \sum_{s,n} (L_{s,n} + L_{s,n}^\sigma) \]  
(3)
where \( \alpha = 2 \ln 2 \), \( g_{s,n} \) is the corresponding spatio-temporal synthesis gain, and \( L_{s,n}^\sigma \) and \( L_{s,n} \) refer to the coding length required to signal the significance and magnitude bits respectively. The parameter \( g_{s,n} \) is essentially the product of the spatial and temporal synthesis gains.

In the EBCOT coding strategy a significance state is first coded which indicates the presence of a zero or non-zero coefficient at a particular location. This is then followed by a refinement stage which communicates the sign and magnitude bits of the coefficient if it has been signaled as being significant (i.e. non-zero) [10]. We use \( L_{s,n}^\sigma \) to indicate the required bits to communicate the significance state and \( L_{s,n} \) to represent the bits required for coding the magnitude and sign of the transformed subband coefficient at position \( n \). The EBCOT algorithm employs arithmetic coding to signal the significance state; therefore for our analytical work we model the corresponding number of bits required as \( L_{s,n}^\sigma = -\log_2 p_{s,n} \) where \( p_{s,n} \) refers to the probability of the subband coefficient being non-zero and is estimated a priori based on the observation of similar subband coded frames [13].

Given the distortion model in (2) and under R-D optimality conditions \( \partial D / \partial L = -\lambda \) it is not beneficial to expend any bits if \( |y_{s,n}|^2 \leq \lambda / (ag_{s,n}) \). This means that distortion \( D_{s,n} = g_{s,n} |y_{s,n}|^2 \) and the rate \( L_{s,n} \) is equal to the number of bits required to signal a non-significant state which in reality should be very small and for our analytical work is assumed to be zero \((L_{s,n} \approx 0)\). For values of \( |y_{s,n}|^2 \) exceeding the threshold \( \lambda / (ag_{s,n}) \) it is necessary to expend bits to communicate the coefficient magnitude; the optimal number of bits required and the resulting distortion after coding can be readily derived and is further explained in [13]. The corresponding Lagrangian cost functional \( J(y_{s,n}) \) at R-D optimal operation is given in equation (4).

\[ J_{y_{s,n}} = \left\{ \begin{array}{l}
g_{s,n} |y_{s,n}|^2 \frac{\lambda}{\alpha + \lambda} + L_{s,n}^\sigma & \text{if } |y_{s,n}|^2 \leq \frac{\lambda}{ag_{s,n}} \\
\frac{\lambda}{\alpha} \ln \frac{|y_{s,n}|^2}{\lambda / ag_{s,n}} + L_{s,n}^\sigma & \text{otherwise}
\end{array} \right. \]  
(4)

We refer to \( J_{y_{s,n}} \) as a “quadratic-log” function of \( y_{s,n} \) which is depicted in Fig. 2. Therefore, total coding cost of the LIAT subband frame \( s \) can be written as

\[ J_s = \sum_n J_{y_{s,n}} \]  
(5)

Our aim is to estimate \( \alpha \) such that the total Lagrangian cost functional

\[ J = J_s + J_{h(\alpha)} + J_{l(\alpha)} \]  
(6)

is minimized. The quadratic-log function in (4) is neither convex or sub-quadratic. Therefore in this paper, as an initial step to solve (6), we use an \( \ell_1 \)-norm upper bound function as illustrated in Fig. 2. This \( \ell_1 \)-norm upper bound is a surrogate function for the quadratic-log function and is used as a precursor to better approximations of the problem in (6) that we intend to pursue in the future. The gradient of the \( \ell_1 \) function for practical values of \( L_{s,n}^\sigma \) can be obtained from (4) as

\[ \frac{\lambda}{\alpha} \frac{\alpha + L_{s,n}^\sigma}{\sqrt{ag_{s,n}}} \]  
(7)
Using the $\ell_1$-norm function $\|m_ay_a\|_1 = \sum |m_ay_a|$ as its upper bound for $f_s$, the cost objective functional in (6) can be approximated by $\ell_1$-norm functions as

$$\text{argmin}_\alpha C(\alpha) = \|m_ay_a\|_1 + \|m_by_b(\alpha)\|_1 + \|m_ly_l(\alpha)\|_1$$

(8)

4. OPTIMIZATION USING ADMM

In this section, we introduce new notation and make certain approximations so as to rewrite the cost objective of equation (8) in a form that can be readily solved by the well known convex optimization method ADMM (alternating direction of multipliers) [14]. Let $z = y_a = A(\alpha)$ and $\alpha = S(z)$, where $S$ is the spatial synthesis operator (inverse operator for $A$). As the cost objective function in (8) is a function of $\alpha$, it can be also written as a function of $z$ using (1).

$$\text{argmin}_z C(z) = \|m_ay_a\|_1 + \|m_bA(f_1) - m_bA(f_0S(z))\|_1 + \|m_lA(f_0 + bf_1) - m_lA(bf_0S(z))\|_1$$

(9)

If $b'$ is approximated such that $A(bf_0S(z)) \approx b'A(f_0S(z))$, the optimization problem in (9) can be rewritten as:

$$\text{argmin}_z C(z) = \|m_ay_a\|_1 + \|m_bA(f_1) - m_bDz\|_1 + \|m_lA(f_0 + bf_1) - m_lb'Dz\|_1$$

(10)

where $D$ is a linear operator such that $Dz = A(f_0S(z))$. We will later discuss how $b'$ is approximated. The optimization problem of equation (10) can now be expressed in a form that can be readily solved by ADMM as shown below.

$$\text{minimize } f(z) + g(\tilde{z})$$

subject to $\tilde{z} - Dz = 0$

(11)

Here, $f(z) = \|m_ay_a\|_1$ and $g(z) = \|m_bA(f_1) - m_b\tilde{z}\|_1 + \|m_lA(f_0 + bf_1) - m_l\tilde{b}'\tilde{z}\|_1$. Note that $f(z)$ refers to the coding cost of the $\alpha$ field while $g(\tilde{z})$ signifies the coding cost of the temporal high pass and low pass LIAT subband frames. The variables $z$ and $\tilde{z}$ enable each of these cost terms to be expressed in a most natural and straightforward manner while the constraint of equation (11) defines the relationship or dependency between the two variables. The augmented Lagrangian of (11) can be written in the scaled format of ADMM as (see [14] section 3.1.1)

$$L_{\rho} = f(z) + g(\tilde{z}) + \rho_2\|Dz - \tilde{z} + u\|_2^2 - \rho_2\|u\|_2^2$$

(12)

where $u$ is the scaled dual variable for the constraint $\tilde{z} - Dz = 0$. Using the linearized ADMM algorithm (see [15] sec.4.4.2), the solution can be iteratively found by the following update steps [15].

$$z^{k+1} = \text{argmin}_z \left( f(z) + \frac{1}{2\mu} \|z - u^k\|_2^2 \right)$$

$$\tilde{z}^{k+1} = \text{argmin}_\tilde{z} \left( g(\tilde{z}) + \frac{1}{2\gamma} \|\tilde{z} - (u^k + Dz^{k+1})\|_2^2 \right)$$

$$u^{k+1} = u^k + Dz^{k+1} - \tilde{z}^{k+1}$$

(13)

5. DISCUSSION AND EXPERIMENTAL RESULTS

Fig. 3 shows some samples of image sequences which are used in HD resolution test to the proposed algorithm. The indoor sequences correspond to scenes with directional, non-uniform, illumination variations from [16–18]. The outdoor sequences are from low frame rate surveillance cameras from the AMOS dataset [19] and the “building sequence” is one which we captured at a frame rate of one frame every 15 minutes. We compare the performance of the proposed R-D optimized illumination estimation scheme with the mesh-based illumination model from our previous work. We also compare with conventional highly scalable coding schemes, these relate to (i) replacing the temporal transform with the Haar and (ii) independent coding of each frame with JPEG 2000.

R-D results and estimated $\alpha$ fields for a pair of images (second and third frames, second row of Fig. 3 for both indoor and outdoor sequences) which are from Scene 11 and the Oslo-Linpro AS dataset are illustrated in Fig. 4 and 5 respectively. Results of the proposed R-D optimized method are labelled “LIAT-RDO” while “LIAT-Mesh” indicates the R-D results of illumination estimation by employing the affine mesh model. Curves labelled “J2K” relate to independent coding of each frame with a JPEG 2000 encoder that employs the 5/3 wavelet transform. Results labelled “Haar” relate to temporal Haar transform being applied on image sequences prior to the spatial transform. In all cases, the resulting temporal subbands are coded with a JPEG 2000 encoder using the same configuration as that described earlier for the “J2K” case.

As seen in Fig. 4(a) the proposed method outperforms other approaches. For illumination estimation that relies upon the affine mesh model, we need to consider a range of different mesh sizes to identify a mesh model that produces the best R-D performance. For Fig. 4 using mesh size $N = 16$ shows the best result among other mesh sizes. We have shown convergence for $N = 64$ for comparison.
In this paper we propose theoretical foundations for a R-D cost functional to estimate multiplicative illumination terms in the context of a lifting-based illumination adaptive coding framework. We note that this paper is not just about coding; we show that a compression inspired convex formulation can be used to effectively distribute the information in a sequence between multiplicative illumination terms and non-multiplicative residual terms. In a fair comparison we find that the optimized result consistently outperforms parametric mesh-based models, in which the mesh parameters are tuned by trial and error, which is a very promising result.
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