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ABSTRACT
Accurate detection of nodules in CT images is vital for lung cancer diagnosis, which greatly influences the patient’s chance for survival. Motivated by successful application of convolutional neural networks (CNNs) on natural images, we propose a computer-aided diagnosis (CAD) system for simultaneous accurate pulmonary nodule detection and false positive reduction. To generate nodule candidates, we build a full 3D CNN model that employs 3D U-Net architecture as the backbone of a region proposal network (RPN). We adopt multi-task residual learning and online hard negative example mining strategy to accelerate the training process and improve the accuracy of nodule detection. Then, a 3D DenseNet-based model is presented to reduce false positive nodules. The densely connected structure reuses nodules’ features and boosts feature propagation. Experimental results on LUNA16 datasets demonstrate the superior effectiveness of our approach over state-of-the-art methods.
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1. INTRODUCTION
Pulmonary cancer has been the second most common cancer in both men and women and annually causes 1.3 million deaths worldwide [1]. As such, early treatment is vital to greatly increase patients’ chances of survival. Small masses found inside lung are called pulmonary nodules, which have potential to become cancerous. In recent years, computed tomography (CT) has been adopted widely as a screening tool. Usually nodule detection is performed with high sensitivity to search for nodules as much as possible, which spontaneously produces many false positives. The ratio of false positive nodules to true positive ones is not negligible. Hence, the third step aims to reduce false positives by classifying the detected candidates as true nodules or not.

Traditional CAD systems use assumptions and experience [4][5][6] (e.g. pulmonary nodules are bright, circular masses on the walls of the chest cavity). They detect nodules based on discriminative characteristics. Messay et al. [7] detect nodules with feature descriptors of shape, intensity and gradient features. Torres et al. [8] first segment nodule ROIs and propose some low-level descriptors such as spatial features and Hounsfield unit (HU) intensity for classification. Jacobs et al. [9] use features based on intensity, shape, texture characterization and structure information to find nodules. All these methods achieve a high detection sensitivity, but fail to adapt to variable shape, size and texture of nodules. Therefore, their performance may degrade drastically on large datasets.

With the development of convolutional neural networks (CNNs) [10][11][12][13] and availability of large labeled data [3][14], researchers tend to employ CNNs for pulmonary nodule diagnosis. Setio et al. [15] use 2D multiview CNNs to learn nodules’ characteristics and filter out false positive candidates. They extract many patches from different oriented planes at each nodule’s position and use adjacent slices’ spatial information as much as possible. Their method achieves a sensitivity of 85.4% at 1.0 false positive per subject on LIDC dataset [3]. Sakamoto et al. [16] use cascaded CNNs that perform as selective classifiers to solve the class imbalanced...
problem. Dou et al. [17] propose a 3D CNN method for false positive reduction and achieve a CPM score [3] of 0.827. This method encodes multilevel 3D contextual information to meet the challenge of dealing with large variation of nodules.

In this paper, we propose a CAD system for simultaneous nodule candidates detection and false positive reduction. The main contributions are as follows: (1) We propose a full 3D CNN framework that accurately detects pulmonary nodules. To generate nodule candidates, we introduce the 3D U-Net [18] structure to the region proposal network (RPN) [19] for region of interests (ROI) classifier and regression. The 3D architecture aims at better utilizing spatial contextual knowledge. Multi-task residual learning and online hard negative example mining strategy are employed to accelerate training and improve accuracy. (2) We propose a DenseNet [20] based 3D CNN for false positive reduction. The structure of densely connected net strengthens nodule feature propagation and encourages feature reuse. Besides, the model shares early convolution layers with the detection model for feature extraction. (3) The proposed CAD system achieves accurate detection of pulmonary nodules while reducing false positives on LUNA16 datasets.

This paper is organized as follows. In section 2, the relation to previous work is presented. In section 3, we describe our framework for nodule detection and false positive reduction. In section 4, we report detailed experimental results. Finally, our conclusion is presented in section 5.

2. RELATION TO PREVIOUS WORK
The 2D models proposed by Setio et al. [15] and Sakamoto et al. [16] are mainly devoted to false positive reduction. Only 3 consecutive slices are used due to the limitation of 2D architecture. To effectively learn representations from 3D contexts, 3D CNN model is considered a good choice. Dou et al. [17] use 3D CNNs to incorporate different levels of volumetric information, which lays foundation for our work. But Dou et al. do not propose to generate nodule candidates directly from slices. Therefore we use RPN [19] with ROI regression and classification to obtain nodule candidates. While our study is related to approaches mentioned above, it is a full 3D framework that integrates simultaneously nodule detection and false positive reduction, which was not considered in previous work.

3. METHODS
The CAD system we proposed is illustrated in Fig. 1. We use 3D U-Net as a backbone to build a RPN model, which generates nodule candidates with high sensitivity. Then we design a 3D DenseNet-based model for false positive reduction.

3.1. Nodule Candidate Detection
We establish a 3D model to detect nodule candidates. The region proposal network is based on a U-Net structure. We use 3 sizes of anchors to obtain nodule candidates, with each anchor corresponding to a ROI classifier and a ROI regression. The ROI classifier classifies the object inside ROI as nodules or not. And the ROI regression makes the prediction of ROI’s position closer to ground truth position.

Architecture: This network is fed with cropped cubes of pulmonary CT images. A 3D U-Net is developed to effectively leverage rich spatial contextual information for feature extraction and generate predictions in a volume-to-volume manner. For the contracting (forward) path, we define 5 blocks of residual unit:

\[
y = F(x, (W_i)) + x,
\]

where \(x\) and \(y\) are respectively the input and output of the layer. \(F(x, W_i)\) is a 3D residual mapping illustrated in Fig. 2. The use of residual units could boost gradient flow and benefit optimization process. Each residual unit (except the first one) is followed by a max pooling (2 × 2 × 2) layer to downsample the feature cube. For the expansive (backward) path, we upconvolute the feature cube and concatenate it with the corresponding feature cube from contracting path, then pass it through a residual unit and a dropout layer. The final feature output is fed into the RPN for ROI regression and classification.

Multi-task learning with weighted loss: Each voxel in the final feature output cube is parameterized with respect to the reference anchors. According to the size distribution of nodules, 3 anchors are designed with different sizes: \(10 \times 10 \times 10, 20 \times 20 \times 20, 40 \times 40 \times 40\). For each anchor, we calculate its Intersection-over-Union (IoU) overlap with the nearest ground-truth box. Anchors that have IoU higher than 0.5 are assigned positive labels. If an anchor’s IoU overlap is lower than 0.02, then it is labeled as negative. Anchors that are neither positive nor negative will be neglected and not involved in the training process.

The loss function of multi-task learning is composed of classification loss and regression loss. We define the weighted binary cross-entropy (WBCE) loss for classification problem with the imbalanced nodule datasets. Given a set of training pairs \(\{(x_i, y_i)\}_{i=1,...,N}\), the WBCE loss between the label target \(y_i\) and prediction output \(o_i\) is:

\[
\mathcal{L}_{cls} = - \frac{1}{N_{cls}} \sum_{i=1}^{N_{cls}} w_i \log(o_i) + (1 - y_i) \log(1 - o_i),
\]

where

\[
w = \frac{N_{cls} - \sum_{i=1}^{N_{cls}} y_i}{\sum_{i=1}^{N_{cls}} y_i},
\]

where \(w\) is the weight attributed to the nodule class. Such \(w\) is determined from ground-truth data. It forces the model to focus on positive samples to improve detection sensitivity.

The regression loss of location information is given by:

\[
\mathcal{L}_{reg} = \frac{1}{N_{reg}} \sum_{i=1}^{N_{reg}} \sum_{\gamma \in \{x, y, z\}} y_i \text{smooth}_{L_1}(t_\gamma - t_\gamma^*),
\]

\[
\text{smooth}_{L_1}(x) = \begin{cases} 0.5x^2 & \text{if } |x| < 1 \\ |x| - 0.5 & \text{otherwise} \end{cases}
\]

where \(\text{smooth}_{L_1}\) loss [12] is used. \(t_\gamma\) and \(t_\gamma^*\) designate 4 parameters of the predicted box and ground truth box (associated with a positive anchor), respectively. The 4 parameters
are defined as:

\[
\begin{align*}
    t_x &= (x - x_a)/d_a, \\
    t_y &= (y - y_a)/d_a, \\
    t_z &= (z - z_a)/d_a, \\
    t_d &= \log(d/d_a),
\end{align*}
\]

(4)

where \(x, y, z\) are coordinates and \(d\) is edge length of the predicted box. The variables \(x_a, y_a, z_a, d_a\) are parameters of the anchor cube. And \(t^*_x, t^*_y, t^*_z, t^*_d\) are defined similarly. This loss function penalizes to make a ROI regression from a fixed anchor box to a nearby ground truth box. Thus the total multi-task loss is given by:

\[
L = L_{cls} + \lambda L_{reg},
\]

(5)

where \(\lambda\) is a weight balancing the two loss terms. Such multi-task loss function can output the probability of being nodule and its position at the same time. It also improves detection accuracy by considering the inner-relation between the task of locating nodule candidates and the task of classification.

**Online hard negative example mining:** In medical datasets, most negative examples could be easily discriminated by the network except hard ones, which usually contribute to high loss. Since hard examples contain more valuable information than simple ones, we adopt an online hard negative example mining strategy (OHNEM) during training [21]. In implementation, we first process training samples with a large batch size. After forward propagation, \(N\) negative samples are selected randomly. Then, we sort these samples by their loss. Top 10\% samples on which current model performs worst are selected as hard negatives and others are discarded. Such strategy allows us to reduce correlation between negative samples and accelerate convergence. In the present study, \(N\) is set as 2 times the batch size.

### 3.2. False Positive Reduction

After extracting nodule candidates, we build a 3D CNN model to reduce false positive nodules.

**Architecture:** Candidate cubes are cropped based on predicted coordinates from candidate detection. They are first fed into 2 blocks of residual unit, which share the same parameters with early convolution layers in the detection network. Then the feature map is pooled by a \(2 \times 2 \times 2\) kernel with stride = 2, followed by 3 blocks of densely connected net with a transition layer between two adjacent blocks. The \(l^{th}\) layer in the dense block [20] is depicted in Fig. 3. It reuses all preceding layers as input:

\[
x_l = H_l([x_0, x_1, \ldots, x_{l-1}]),
\]

(6)

where \(H_l\) is a bottleneck layer defined as the combination of BN-ReLU-Conv(1 \times 1 \times 1) and BN-ReLU-Conv(3 \times 3 \times 3), followed by a dropout layer. The transition layer consists of a batch normalization (BN) layer, a ReLU layer, an \(1 \times 1 \times 1\) convolution layer and a \(2 \times 2 \times 2\) average pooling layer. At the end of the last Dense Block, a fully connected net is attached to classify candidates as true nodules or false positive ones.
space. The lung masks are multiplied with raw images and the masked regions are normalized to [0, 255]. Voxels outside lung regions are padded with 170 to imitate the intensity of body tissue. All slices are resampled to the same spacing of $1 \times 1 \times 1 (mm)$ and cropped into lungs’ minimum bounding cubes for lower computation cost.

**Implementation details:** For nodule detection stage, positive samples are augmented via flipping, swapping, random scaling between $[0.8, 1.2]$ and random rotation between $[0^\circ, 180^\circ]$. Besides, to balance the distribution of nodules’ sizes, large nodules are upsampled. Compared to small nodules, the sampling frequency of nodules larger than 20 (or 30) $mm$ is increased 2 (or 4) times. Due to the limitation of GPU memory, 3D patch-based training is adopted with patch size of $128 \times 128 \times 128$. For false positive reduction stage, positive samples are augmented via translation of $\pm 1 (mm)$ along each axis, flipping, swapping, random scaling and rotation. The cropped input size is $48 \times 48 \times 48$. Both models are initialized from a Gaussian distribution $N(0, 0.01)$ and $\lambda$ in the multi-task loss function is 0.5. The dropout rate is set as 0.2 to reduce oscillation of parameters and speed up convergence. We implement our framework with PyTorch using 4 NVIDIA GTX 1080 GPUs.

**Evaluation metrics:** The Free-Response Receiver Operating Characteristic (FROC) analysis [3] is used to evaluate the performance of CAD systems. In the FROC curve, sensitivity is plotted as a function of false positives per scan (FPs/scan). A detection is viewed as true positive if it is located within the radius of a nodule’s centroid and the sensitivity is defined as the total number of true positives divided by the number of all detected nodules. The CPM score is also calculated as average sensitivity at 7 FPs/scan rates: 1/8, 1/4, 1/2, 1, 2, 4, 8.

**Candidate detection results:** Detection results are compared with other methods [3] as shown in Table 1 and Fig. 4. Our method achieves the highest sensitivity of $96.7\%$ with 25.97 candidates per scan on average. The CPM score of our system is $0.834$ and it outperforms state-of-the-art methods described in [3]. For FROC curves at 1, 2, 4 and 8 FPs/scan, we obtain the highest sensitivity of $87.2\%, 91.9\%$, $94.6\%$ and $96.4\%$ respectively, which proves the superiority of our system and its great clinical value.

**Table 1:** Comparison of CAD systems for nodule detection

<table>
<thead>
<tr>
<th>System name</th>
<th>Sensitivity</th>
<th>Avg. candidates/scan</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISICAD</td>
<td>0.856</td>
<td>335.9</td>
</tr>
<tr>
<td>SubsolidCAD</td>
<td>0.361</td>
<td>290.6</td>
</tr>
<tr>
<td>LargeCAD</td>
<td>0.318</td>
<td>47.6</td>
</tr>
<tr>
<td>M5L</td>
<td>0.768</td>
<td>22.2</td>
</tr>
<tr>
<td>ETROCAD</td>
<td>0.929</td>
<td>333.0</td>
</tr>
<tr>
<td>Our method</td>
<td>0.967</td>
<td>25.9</td>
</tr>
</tbody>
</table>

**False positive reduction results:** To evaluate the performance of our system, we also compare our results with top CAD systems described in [3]. As shown in Fig. 5, although CUMedVis system achieves comparable sensitivity, our method yields the highest CPM score of $0.917$. At 1, 2, 4 and 8 FPs/scan, we achieve the sensitivity of $97.6\%, 98.0\%, 98.2\%$ and $98.3\%$, respectively. The superior effectiveness of our method proves that the 3D DenseNet architecture can utilize contextual information and make full use of nodule’s feature to filter out false positives.

**Table 2:** Ablation studies of OHNEM

<table>
<thead>
<tr>
<th>Stage</th>
<th>Nodule detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>without OHNEM 0.925</td>
</tr>
<tr>
<td>Stage</td>
<td>False positive reduction</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>without OHNEM 0.934</td>
</tr>
</tbody>
</table>

**5. CONCLUSION**

We have proposed a full 3D framework for pulmonary nodule detection. A RPNN based on U-Net backbone to generate nodule candidates. Then a 3D DenseNet-based model is developed for false positive reduction. Experimental results on LUNA16 dataset demonstrate that the proposed method achieves accurate detection of pulmonary nodules while reducing false positives, thus suggesting its potential for clinical applications.
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