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ABSTRACT

A priori signal-to-noise ratio (SNR) contains critical information about the single-channel mixture of a speech and noise signal, and can be used by speech enhancement algorithms. In this paper, we propose a novel a priori SNR estimator using the estimates obtained from discriminative non-negative matrix factorization (DNMF). The idea of our new approach is to utilize the DNMF to perform the preliminary speech components estimation, which can be either directly used to estimate the a priori SNR, or can be combined with the well-known decision-directed (DD) approach by Ephraim and Malah to perform the a priori SNR estimation. We present a speaker-independent but noise-dependent DNMF-based a priori SNR estimator. Speech enhancement simulation results in the presence of non-stationary noise validate our new approach with well-known spectral weighting rules, outperforming several NMF-based and non-NMF-based state-of-the-art methods, w.r.t. both SNR improvement and speech perceptual quality.

Index Terms— A priori SNR, discriminative non-negative matrix factorization, speech enhancement

1. INTRODUCTION

A priori SNR estimation is an important topic in speech enhancement. The estimation task can be very challenging when only a single-channel mixture signal is available. A priori SNR estimation methods for single-channel mixtures have been investigated in several publications [1, 2, 3, 4, 5]. A reliable and precise a priori SNR estimation is a crucial part in obtaining the spectral weighting rules for speech enhancement algorithms [2, 6, 7]. The decision-directed (DD) method by Ephraim and Malah [1] is a widespread a priori SNR estimation approach performing the weighted summation of two components. The first component is the estimated a priori SNR obtained from the previous frame’s estimated speech signal power and the noise power. The second component is related to the current frame’s a posteriori SNR.

Non-negative matrix factorization (NMF) and its variant sparse non-negative matrix factorization (SNMF) are popular algorithms used in single-channel speech source separation, such as speech enhancement in the scenario of a speech signal being mixed with non-stationary noise [8, 9]. The basic idea of NMF and SNMF is to represent the non-negative features of every speech source as a product of a codebook matrix for each source and its corresponding weighting matrix. Nevertheless, there are always overlaps of the codebooks between different speech sources which cannot be avoided in general. Then, the codebook’s matrices for each source are not discriminative enough to distinguish the elements in the mixed signal. This will degrade the performance of speech enhancement when using conventional NMF or even SNMF.

Discriminative non-negative matrix factorization (DNMF) is a modified SNMF algorithm that is designed to reduce the overlaps between the different sources’ codebooks turning out to have better performance than NMF [10, 11]. In the DNMF algorithm proposed in [11], the codebooks for different sources are jointly trained instead of the separate training in NMF. An algorithm that is using conventional NMF combined with the DD approach to perform the a priori SNR estimation and followed by a linear MMSE filter for speech enhancement has been proposed in [12], but still exhibiting and suffering from the issue of too similar codebooks.

In this paper, we propose a new approach that uses DNMF to perform a priori SNR estimation, since DNMF performs better than the conventional NMF. We obtain the a priori SNR directly from the DNMF outputs, or combine the DNMF outputs with the DD approach. The estimated a priori SNR is evaluated with subsequent well-known spectral weighting rules to perform the actual speech enhancement, such as the well-known Wiener filter (WF) [6], the MMSE log-spectral amplitude estimator (LSA) [2], and the super-Gaussian joint maximum a posteriori estimator (SG) [7].

The paper is organized as follows: Section 2 gives a short review of the NMF, SNMF, and DNMF approaches. Section 3 presents our DNMF-based a priori SNR estimation methods and the spectral weighting rules to perform the speech enhancement. Simulation and evaluation results are given in Section 4. We conclude this paper in Section 5.

2. BASICS OF DISCRIMINATIVE NON-NEGATIVE MATRIX FACTORIZATION

We assume $y(n)$ to be the observed single-channel mixture of the clean speech signal $s(n)$, and the superimposed noise signal $d(n)$ with $n$ being the discrete-time sample index. In this paper, NMF is used in the discrete Fourier transform (DFT) domain. Therefore, let $Y(\ell, k)$, $S(\ell, k)$, and $D(\ell, k)$ be the respective DFTs, with frame index $\ell \in \mathcal{L} = \{1, 2, \ldots, L\}$ and frequency bin index $k \in \mathcal{K} = \{0, 1, \ldots, K-1\}$ with DFT size $K$. Due to the linearity of the DFT, we have

$$Y(\ell, k) = S(\ell, k) + D(\ell, k).$$

As most NMF approaches, we assume that the mixture, the clean speech, and the added noise signal’s DFT coefficients have the same phase angles for each frame, so that

$$|Y(\ell, k)| = |S(\ell, k)| + |D(\ell, k)|. \tag{2}$$

Then, we can rewrite the magnitude spectrograms into matrices with dimension $K \times L$ as:

$$Y = S + D. \tag{3}$$

The unknown magnitude spectrograms $S$ and $D$ are estimated from $Y$ by using any of the subsequent NMF variants.
2.1. NMF and SNMF

Non-negative matrix factorization is a method to approximate any non-negative matrix $X$ by the product of two non-negative matrices, the $K \times N_c$ codebook matrix $B$ and the $N_c \times L$ weighting matrix $G$ according to

$$X \approx BG,$$  

with $N_c$ being the codebook size. The codebook $B$ and the weighting matrix $G$ can be obtained by minimizing a cost function as:

$$\min_{B,G} C(X,BG).$$  

In this paper, we investigate different cost functions such as the well-known Kullback-Leibler (KL) divergence $C_{KL}$, which is used to obtain the sparse solution. The solution can be obtained by multiplicative update rules introduced in [8], while the LS solution can be taken from [13].

In conventional NMF, one often gets a sparse solution for the weighting matrix $G$, which means that only a subset of the $N_c$ column vectors in $B$ are used to represent the non-negative matrix $X$. To further improve the sparseness of the solution, sparse non-negative matrix factorization (SNMF) has been proposed [14]. SNMF enforces the sparsity by adding a sparsity constraint to (5), and is selected from [14]. For SNMF, the KL divergence is considered in this paper:

$$\min_{B,G} C_{KL}(X, \hat{B}\hat{G}) + \mu \| \hat{G} \|_1.$$  

$\hat{B}$ is the codebook matrix with normalized column vectors $\hat{b}_j = \frac{b_j}{\|b_j\|_2}$, and $\hat{G}$ is the corresponding sparse solution. In the SNMF training stage, we use the multiplicative update rules introduced in [10, 15] to obtain $\hat{B}$ and $\hat{G}$ for the speech and noise magnitude spectrograms separately as:

$$S_{\text{train}} = \hat{B}_{\text{train}} \hat{G}_{\text{train}},$$

and

$$D_{\text{train}} = \hat{B}_{\text{train}} \hat{G}_{\text{train}}.$$  

In the SNMF separation stage, the observed magnitude spectrogram $Y_{\text{test}}$ is decomposed by fixing the concatenated source codebooks and only using the update rule to obtain the weighting matrix:

$$Y_{\text{test}} = \left[\hat{B}_{\text{test}} \hat{G}_{\text{train}} \hat{G}_{\text{mix}}\right] + \left[\hat{B}_{\text{train}} \hat{G}_{\text{train}} \hat{G}_{\text{mix}}\right] - \left[\hat{B}_{\text{train}} \hat{B}_{\text{train}} \hat{G}_{\text{train}} \hat{G}_{\text{mix}}\right].$$

The preliminary estimates for the speech and noise magnitude spectrograms are calculated by:

$$\hat{S} = \hat{B}_{\text{train}} \hat{G}_{\text{mix}},$$

and

$$\hat{D} = \hat{B}_{\text{train}} \hat{G}_{\text{mix}}.$$  

The final magnitude spectrogram estimates are typically calculated by Wiener filtering:

$$\hat{S} - \hat{H} \odot Y_{\text{test}},$$

and

$$\hat{D} - (I - \hat{H}) \odot Y_{\text{test}},$$

with

$$\hat{H} = (\hat{S} \odot \hat{S}) \odot (\hat{S} \odot \hat{S} + \hat{D} \odot \hat{D}).$$  

where the operators $\odot$ and $\bar{\odot}$ are element-wise product and division, respectively, and $I$ being the $K \times L$ identity matrix with all entries equal to one.

2.2. Discriminative NMF

In the training stage of SNMF and NMF, the codebook matrices for each source are trained independently as shown in (7) and (8). The cost functions for (7) to (9) ensure the good recovery from the products of the codebooks and the corresponding weighting matrices but do not guarantee the good estimation of each source in the separation stage. In most cases, there are some overlaps in the codebook matrices for each source signal, so that the weighting matrix $G_{\text{mix}}$ obtained in the separation stage does not provide perfect source separation.

A new algorithm called discriminative NMF (DNMF) was proposed to decrease the overlaps of the codebooks between different sources by considering the separation stage in the training stage [11]. The new cost function to obtain the discriminative codebooks $\hat{B}_s$ and $\hat{B}_d = (\hat{B}_{\text{train}}, \hat{B}_{\text{test}})$ is:

$$\min_{\hat{B}_s, \hat{B}_d} C(S_{\text{train}} \hat{H} \odot \hat{Y}_{\text{train}}),$$  

where $\hat{H}$ is then from the SNMF separation stage (9) to (14), but with $\hat{Y}_{\text{train}} = S_{\text{train}} + D_{\text{train}}$ instead of $Y_{\text{test}}$ in (9). Thus, the DNMF training is based on the SNMF training without requiring any additional information, which is called parallel training [11]. In (15), the cost function can be either KL divergence or least squares. Then, we can define the two types of DNMF as DNMF-KL and DNMF-LS, respectively.

In the DNMF training stage, we fix the weighting matrices obtained from parallel SNMF training and only optimize the codebooks by using the multiplicative update rules explained in [11]. The DNMF separation stage is almost the same as the SNMF separation stage when using (9) to (14), but utilizes the discriminative codebooks $\hat{B}_{\text{test}}$ and $\hat{B}_{\text{test}}$ instead of $\hat{B}_{\text{test}}$ and $\hat{B}_{\text{test}}$ in (10) and (11).

3. NEW DNMF-BASED A PRIORI SNR ESTIMATION

In this paper, we propose a new a priori SNR estimation method based on the magnitude spectrograms estimated from DNMF. We define the a priori SNR as:

$$\xi(\ell, k) = \frac{\sigma_s^2(\ell, k)}{\sigma_d^2(\ell, k)},$$

and the a posteriori SNR as:

$$\gamma(\ell, k) = \frac{\|Y(\ell, k)\|^2}{\sigma_d^2(\ell, k)},$$

with the entities $\sigma_s^2(\ell, k)$ and $\sigma_d^2(\ell, k)$ being the speech and noise signal powers, respectively, which are not available in reality. Instead, we obtain estimations from the magnitude spectrograms of DNMF (12), (13), as:

$$\hat{\sigma}_s^2(\ell, k) = S_{i, j, k, \ell}^2,$$

$$\hat{\sigma}_d^2(\ell, k) = \hat{D}_{j, k, \ell}^2,$$

In this work, we do not use the DNMF estimates to directly obtain the desired clean speech spectrum. Instead, as in [16], we propose a new a priori SNR estimator and then apply a spectral weighting rule $G(\ell, k)$ to the mixed signal by

$$\hat{S}(\ell, k) = Y(\ell, k) \cdot G(\ell, k).$$  

Then, the estimated clean speech spectrum $\hat{S}(\ell, k)$ is transformed to the time domain by IFFT with overlap add (OLA). For evaluation in Section 4, we will use several well-known methods to calculate spectral weighting rules, such as WIF, LSA, and SG, as introduced before. Most spectral weighting rules:

$$G(\ell, k) = \frac{\xi(\ell, k)}{\gamma(\ell, k)}$$

are nonlinear functions of the a priori SNR and sometimes of the a posteriori SNR. In the following, we investigate two different methods to estimate the a priori SNR, while the a posteriori SNR will be estimated by simply using (19) in the denominator of (17).
noise and the evaluation speech signals, with SNRs from −5 dB to 20 dB in 5 dB steps. The evaluations are based on the filtered clean speech component $\hat{s}(n)$ and also the filtered noise component $\tilde{d}(n)$, which is often called white-box approach [21]. Note that $\tilde{S}(\ell, k) = G(\ell, k) \cdot S(\ell, k)$ and $\tilde{D}(\ell, k) = G(\ell, k) \cdot D(\ell, k)$. We use the following measures [16]:

1) SNR improvement: $\Delta$SNR = SNRout − SNRin, [dB] with SNRin and SNRout being measured using ITU P.56 [20].
2) Speech component quality (PEQ MOS-LQO) is measured using $\hat{s}(n)$ as reference signal and the filtered clean speech component $\tilde{s}(n)$ as test signal according to [22, 23].
3) Segmental speech-to-speech-distortion ratio:

$$\text{SSDR} = \frac{1}{\ell_1} \sum_{\ell \in \mathcal{L}} \text{SSDＲ}_{\text{frame}}(\ell) \quad \text{[dB]}$$

with $\ell_1 \in \mathcal{L}$, denotes the set of speech active frames [24, 16], and

$$\text{SSDＲ}_{\text{frame}}(\ell) = \max \left\{ \min \left( \text{SSDＲ}'(\ell), 30 \text{dB} \right), -10 \text{dB} \right\},$$

and

$$\text{SSDＲ}'(\ell) = -10 \log_{10} \left( \frac{1}{n_{\ell}} \sum_{n=1}^{n_{\ell}} \left( \hat{s}(n) - \hat{s}(n+\Delta) \right)^2 \right).$$

with $n_{\ell}$ denoting the sample indices $n$ in frame $\ell$, and $\Delta$ is used to perform time alignment for the filtered signal $\tilde{s}(n)$.

4) Segmental noise attenuation:

$$\text{NA} = -10 \log_{10} \left( \frac{1}{\ell_1} \sum_{\ell \in \mathcal{L}} \text{NA}_{\text{frame}}(\ell) \right) \quad \text{[dB]}$$

with

$$\text{NA}_{\text{frame}}(\ell) = \frac{1}{n_{\ell}} \sum_{n=1}^{n_{\ell}} \frac{\hat{d}(n)^2}{\hat{d}(n+\Delta)^2}.$$

4.2. Simulation Results

We report on PED noise and CAFE noise separately. In each type of noise, the measures are averaged over all speakers and also SNR levels, as shown in Tables 1 and 3. Additionally, Tables 2 and 4 show results for an SNR of −5 dB separately. The baseline methods LSA, SG, and WF are weighting rules using DD and minimum statistics (MS) [25] for $a$ priori SNR and noise power estimation, respectively. DNMF-KL and DNMF-LS are pure DNMF baseline methods using different cost functions KL and LS. In each column, the three best results are printed in boldface, while the three worst results are marked with a gray underlining color.

From the results in Tables 1 and 3 it becomes clear, that the proposed DNMF-LS-N approach shows a more balanced behavior compared to all five baseline approaches with respect to the four measures. Every baseline obtains at least one (in most cases even two) of the three worst scores among the four measures, while DNMF-LS-N in those cases, independent of the noise type, performs always better. Furthermore, DNMF-LS-N is among the
<table>
<thead>
<tr>
<th>Method</th>
<th>∆ SNR</th>
<th>PESQ MOS</th>
<th>SSDR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA</td>
<td>3.08</td>
<td>3.40</td>
<td>15.06</td>
<td>7.98</td>
</tr>
<tr>
<td>SG</td>
<td>2.73</td>
<td>3.37</td>
<td>15.33</td>
<td>8.77</td>
</tr>
<tr>
<td>WF</td>
<td>3.85</td>
<td>3.45</td>
<td>13.32</td>
<td>10.31</td>
</tr>
<tr>
<td>DNMF-KL</td>
<td>5.08</td>
<td>3.05</td>
<td>9.07</td>
<td>13.17</td>
</tr>
<tr>
<td>DNMF-LS</td>
<td>5.50</td>
<td>3.14</td>
<td>9.47</td>
<td>13.33</td>
</tr>
</tbody>
</table>

Table 1. Performance for pedestrian (PED) noise averaged over all SNRs; except PESQ MOS all measures in [dB].

<table>
<thead>
<tr>
<th>Method</th>
<th>∆ SNR</th>
<th>PESQ MOS</th>
<th>SSDR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA</td>
<td>4.69</td>
<td>3.62</td>
<td>13.45</td>
<td>11.02</td>
</tr>
<tr>
<td>SG</td>
<td>4.73</td>
<td>3.46</td>
<td>14.20</td>
<td>11.26</td>
</tr>
<tr>
<td>WF</td>
<td>4.83</td>
<td>3.52</td>
<td>14.28</td>
<td>11.39</td>
</tr>
<tr>
<td>DNMF-KL-SN</td>
<td>5.18</td>
<td>3.70</td>
<td>13.71</td>
<td>10.99</td>
</tr>
<tr>
<td>DNMF-LS-SN</td>
<td>5.20</td>
<td>3.52</td>
<td>14.36</td>
<td>11.24</td>
</tr>
<tr>
<td>DNMF-KL-N</td>
<td>5.35</td>
<td>3.60</td>
<td>13.51</td>
<td>11.38</td>
</tr>
<tr>
<td>DNMF-LS-N</td>
<td>5.45</td>
<td>3.64</td>
<td>14.80</td>
<td>11.25</td>
</tr>
</tbody>
</table>

Table 2. Performance for pedestrian (PED) noise at SNR = 5 dB; except PESQ MOS all measures in [dB].

<table>
<thead>
<tr>
<th>Method</th>
<th>∆ SNR</th>
<th>PESQ MOS</th>
<th>SSDR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA</td>
<td>2.22</td>
<td>2.54</td>
<td>5.86</td>
<td>8.37</td>
</tr>
<tr>
<td>SG</td>
<td>2.02</td>
<td>2.72</td>
<td>5.47</td>
<td>9.48</td>
</tr>
<tr>
<td>WF</td>
<td>2.41</td>
<td>2.87</td>
<td>4.42</td>
<td>11.19</td>
</tr>
<tr>
<td>DNMF-KL</td>
<td>4.19</td>
<td>2.01</td>
<td>2.92</td>
<td>15.00</td>
</tr>
<tr>
<td>DNMF-LS</td>
<td>4.56</td>
<td>2.16</td>
<td>3.04</td>
<td>15.13</td>
</tr>
</tbody>
</table>

Table 3. Performance for cafe (CAFE) noise averaged over all SNRs; except PESQ MOS all measures in [dB].

<table>
<thead>
<tr>
<th>Method</th>
<th>∆ SNR</th>
<th>PESQ MOS</th>
<th>SSDR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA</td>
<td>2.84</td>
<td>2.60</td>
<td>5.55</td>
<td>9.32</td>
</tr>
<tr>
<td>SG</td>
<td>3.17</td>
<td>2.75</td>
<td>5.08</td>
<td>10.03</td>
</tr>
<tr>
<td>WF</td>
<td>3.14</td>
<td>3.09</td>
<td>4.19</td>
<td>11.50</td>
</tr>
<tr>
<td>DNMF-KL</td>
<td>4.28</td>
<td>2.08</td>
<td>2.96</td>
<td>13.92</td>
</tr>
<tr>
<td>DNMF-LS</td>
<td>4.46</td>
<td>2.26</td>
<td>3.21</td>
<td>13.03</td>
</tr>
</tbody>
</table>

Table 4. Performance for cafe (CAFE) noise at SNR = 5 dB; except PESQ MOS all measures in [dB].

top-three in all four tables in all four measures at least in conjunction with one of the weighting rules. This indicates that the typical trade-off between speech quality and noise attenuation could be successfully reduced by the proposed approach. Furthermore, the results are more independent of the chosen weighting rule compared to the three baselines LSA, SG, and WF, which suggests that the a priori SNR estimation is more precise. The remainder of the proposed approaches show a similar performance, except for two measures in each table which also indicates a less sensitive trade-off for those new approaches.

Especially, in the low-SNR conditions shown in Tables 2 and 4, a strong improvement of the proposed versus the baseline approaches can be observed in the measures since the difference between the worst scores, obtained by the baseline approaches and the corresponding scores of the proposed approaches is much larger compared to Tables 1 and 3. As the noise types are non-stationary, the advantage might stem from the more instantaneous fashion of estimating the noise power compared to the baselines LSA, SG, and WF. The consistent improvement in speech component quality (PESQ MOS) of the four new methods compared to the baselines DNMF-KL and DNMF-LS could be explained by the fact that using the noise power estimate from the DNMF as input to the DD a priori and a posteriori SNR estimation and subsequently in a weighting rule is less prone to estimation errors.

5. CONCLUSIONS
In this paper, we have presented two types of DNMF-based a priori SNR estimator: DNMF-SN and DNMF-N. From our evaluations, the DNMF-LS-N a priori SNR estimation approach offers more balanced behavior compared to all baseline methods and is more independent of the weighting rules by giving a more precise a priori SNR estimation. In the low-SNR condition (SNR=5 dB), the DNMF-LS-N approach shows a 1 to 2 dB higher ∆ SNR with a similar or better PESO MOS than all the baseline methods.
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