GRASSMANN SINGULAR SPECTRUM ANALYSIS FOR BIOACOUSTICS CLASSIFICATION
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ABSTRACT

Bioacoustic signal classification is a powerful tool for biologists, assisting in tasks such as environmental monitoring of biomes in areas of difficult access, and providing clues about the evolution and categorization of animals from the perspective of similarity of their bioacoustic mechanisms. The recently proposed mutual singular spectrum analysis (MSSA) introduced a novel bioacoustic signal representation based on subspaces, which is compact and requires no cost intensive preprocessing techniques (e.g. segmentation, noise reduction or syllable extraction). However, MSSA has no discriminant mechanism to separate classes, and it assumes that a class is composed of linear combinations of the reference signals, which in practice is unlikely, and impairs study of the individuals’ signals among the same species. In this paper we propose an extension named Grassmann singular spectrum analysis (GSSA), which preserves the advantages of MSSA in addition to the following contributions: we assume that a class may be composed of a set of subspaces and we simplify bioacoustic signal subspace representation by mapping the subspaces onto a Grassmann manifold; and we offer a discriminant mechanism to separate the species in a classification task. We demonstrate the validity of GSSA through a classification experiment on a publicly available bioacoustic signals dataset.

Index Terms — Bioacoustic signals, subspace method, Grassmann singular spectrum analysis, Grassmann manifold.

1. INTRODUCTION

Bioacoustic signal classification plays an important role in environmental monitoring as it gives experts the means to efficiently acquire information from areas of difficult access. It also assists by providing clues about the evolution and categorization of animals from the perspective of similarity of their bioacoustic mechanisms, which may be useful in new species discovery.

Remote monitoring of areas of difficult access, e.g. dense forests or depths of the sea, allows one to obtain unique information in order to catalog, analyze and infer the habits, interactions and the quality of the wild life contained in that specific environment. Therefore, such information is critical in order to predict changes in the population of species and the quality of the sea, air, soil and other natural elements.

An efficient bioacoustic signal classification framework needs to work reliably and within some practical restrictions. Such frameworks need to run on low-cost computational resources, not only to avoid using prohibitively expensive hardware, but to avoid equipments too complex to deploy on the field. That means a classification system should have low computational cost during its acquisition, preprocessing and classification stages. Despite this, several of the bioacoustic signal classification frameworks recently proposed [1, 2] are composed of multiples elements, including noise [3] and dimensionality reduction [4], feature selection [5], model training [6] and, finally, the actual classification [7].
The recently proposed mutual singular spectrum analysis (MSSA) [8] introduced a novel bioacoustic signal representation based on subspaces, which is compact and requires no cost intensive preprocessing techniques (e.g. segmentation, noise reduction or syllable extraction). The input signals are represented within the singular spectrum analysis (SSA) paradigm, by a set of leftmost eigenvectors extracted based on the signals’ accumulated energy. This set forms a basis for a subspace in the vector space, since the vectors are orthonormal [9, 10]. Then, canonical angles [11, 12] between the different bioacoustic subspaces are used to measure their similarity, and 1-NN classification is performed. This algorithm is known as mutual subspace method (MSM) [9, 13].

Although MSSA has efficiently addressed these bioacoustics challenges, its representation has some issues that decrease its reliability as a monitoring instrument: it has no discriminant mechanism to separate classes (e.g. species of animals); and it assumes that a class is composed of linear combinations of the reference signals, which in practice is unlikely, and impairs study of the individuals’ signals among the same species.

To tackle these issues, we propose a new algorithm of Grassmann singular spectrum analysis (GSSA), which is depicted as a conceptual illustration in the Figure 1. We introduce a Grassmann manifold formulation, which simplifies the complicated procedure of the subspace based method using canonical angles. The Grassmann manifold, symbolized as \( \mathcal{G}(m,d) \), is defined as a set of \( m \)-dimensional linear subspaces of \( \mathbb{R}^d \) [14]. In this framework, a subspace-based method is regarded as a simple classification method on a Grassmann manifold, where each single subspace is treated as a point, and thereby, each bioacoustic signal is represented by a point in the manifold. Various types of classification methods have been constructed on a Grassmann manifold [15, 16, 17, 18]. In particular, discriminant analysis on a Grassmann manifold (GDA) has been one of the popular tools for image set classification. GDA can be conducted as a kernel discriminant analysis through the kernel trick with a Grassmann kernel. Thus, we are introducing a discriminatory mechanism to the bioacoustic signal classification by utilizing GDA.

We summarize our contributions as follows: (1) We propose a bioacoustics classification algorithm assuming that a class may be composed of a set of subspaces, and we simplify bioacoustic signal subspace representation by mapping the subspaces onto a Grassmann manifold; (2) We introduce a discriminant mechanism to separate classes by the use of GDA; (3) As an extension of MSSA, our method preserves various of its advantages, namely: It requires less storage than most conventional methods; has a solid formulation to select compactness ratio; can handle arbitrary signal lengths; and does not need any preprocessing techniques, such as segmentation, or syllable extraction.

2. PROPOSED METHOD

In this section, we formulate the classification problem based on the bioacoustic signals. Then, we describe the representation by SSA subspaces, and the concept of canonical angles and Grassmann manifold, and how to use it to perform GDA.

2.1. Problem Formulation

Consider \( N_c \) reference bioacoustic signals \( x^c_{i}(t) \) for each \( c \)-th class \( (c = 1, \ldots, C) \), where \( i = 1, \ldots, N_c \), and \( N_c \) can be different for each class. The index \( t = 1, \ldots, L^c \) indicates the ordering of the signal in time up to its length \( L^c \).

This framework assumes that each signal \( x^c_{i}(t) \) can be represented by a linear mapping in terms of its autocorrelation. Note that this differs from MSSA in that the assumption has been reduced to the autocorrelation of each single signal, rather than the original assumption of a linear mapping in terms of the average correlation of a whole class of signals. As such, each signal can be represented by the first \( m \) orthonormal vectors ordered by the signal’s accumulated energy, where \( m \ll L^c \). These vectors span a subspace \( \mathcal{Y}^c \); thus a class of signals is effectively represented by a set of subspaces \( \{ \mathcal{Y}^c \} \), a relaxation similar to a Gaussian mixture rather than a single Gaussian distribution.

This representation provides more flexibility for a class with non-gaussian noise, and also scales well with an increasing number of signals per class. That implies mainly two points: a signal can be modeled independently and added to the class as another subspace, without needing to recalculate a single model for the whole class; and the trade-off problem of compactness ratio and representativity is slightly alleviated. The dimension of subspaces \( m \), corresponding to the signal’s compactness ratio, is selected empirically during the training. For a given unknown input bioacoustic signal \( x_{in}(t) \) of length \( L_{in} \), the task is to compute a subspace \( \mathcal{Y}_{in} \) and predict its corresponding bioacoustical class (e.g. species) based on the nearest subspace.

2.2. Representation by SSA subspaces

Here we review the representation by a SSA subspace; for that, consider a single signal \( x(t) \). First, we apply a sliding window over \( x(t) \) to turn the 1-dimensional signal of length \( L \) in a sequence of \( n \) lagged vectors of length \( d \) arranged in a Hankel matrix \( X \in \mathbb{R}^{d \times n} \) as:

\[
X = \begin{bmatrix}
x_1 & x_2 & \cdots & x_n \\
x_2 & x_3 & \cdots & x_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
x_d & x_{d+1} & \cdots & x_{d+n-1}
\end{bmatrix},
\]

where the number of columns \( n \) is the number of desired oscillatory components (or principal components), which has a
direct correspondence with the maximum delay of the auto-correlation. Therefore, the total number of columns in matrix $X$ is given by relationship $n = L - d + 1$. Note that the anti-diagonal elements in $X$ are equal.

The singular value decomposition (SVD) of the autocorrelation matrix $X^\top X$ is performed to find the directions of maximum variance of the Hankel matrix $X$; that is, for this case: $U\Lambda U^\top = X^\top X$, where the columns of $U \in \mathbb{R}^{n \times n}$ corresponds to the eigenvectors of $X$ and the diagonal of $\Lambda$ corresponds to the singular values $\lambda_j$ ($j = 1, \ldots, n$), i.e. $\text{diag}(\Lambda) = \lambda_1, \lambda_2, \ldots, \lambda_n$ in decreasing order. Given the compactness ratio $m$, the leftmost matrix $U^* \in \mathbb{R}^{n \times m}$ from $U$ is selected, containing the first $m$ eigenvectors corresponding to the highest eigenvalues. The Hankel matrix $X$ is projected onto the subspace spanned by $U^*$ to obtain $Y = XU^* \in \mathbb{R}^{d \times n}$, which is the best $m$-rank approximation of $X$ and spans the subspace $\mathcal{Y}$ that characterizes our signal.

In our classification framework, we utilize the previous procedure to compute basis matrices $Y^i \in \mathbb{R}^{d \times m}$ for a SSA subspace $Y^i$ corresponding to each reference signal $x^i(t)$.

### 2.3. Canonical Angles

After modeling each signal as a SSA subspace by computing the set of basis vectors which maximizes variance, we need to compute the distance between the subspaces to perform classification. The natural metric for subspaces is the similarity, obtained from the canonical angles [19]. Accordingly, in our framework, canonical angles are used as the distance measure between two bioacoustic signals.

The standard approach to measure the canonical angles between subspaces $\mathcal{Y}_1$ and $\mathcal{Y}_2$ is to calculate the singular values $\{\lambda_j\}_{j=1}^m$ of the correlation matrix between their basis matrices $Y_1, Y_2 \in \mathbb{R}^{d \times m}$, i.e. solving the SVD of $VAV^\top = Y_1^\top Y_2$. This corresponds to finding the rotation of each basis that is closest to the opposing subspace. From solving this problem, the canonical angles can be obtained by $\theta_j = \cos^{-1}(\lambda_j)$, where $j = 1, \ldots, m$.

### 2.4. Grassmann Manifold

Now, we introduce here the concept of Grassmann manifold and how it is useful to correspond subspaces to vectors. The essence is to make a one-to-one mapping such that the similarities between subspaces is preserved, simplifying the representation and allowing general methods to be applicable.

Grassmann manifold $\mathcal{G}(m,d)$ is defined as the set of $m$-dimensional linear subspaces of $\mathbb{R}^d$. It is an $m(d-m)$-dimensional compact Riemannian manifold and can be derived as a quotient space of orthogonal groups $\mathcal{G}(m,d) = O(d)/O(m) \times O(d-m)$, where $O(m)$ is the group of $m \times m$ orthonormal matrices.

A Grassmann manifold can be embedded in a reproducing kernel Hilbert space by the use of a Grassmann kernel.

In this case, the most popular kernel is the projection kernel $k_p$, which can be defined as $k_p(\mathcal{Y}_1, \mathcal{Y}_2) = \sum_{j=1}^m \cos^2 \theta_j$, which is homologous to the subspace similarity. We can measure the distance between two points on a Grassmann manifold by using this projection kernel [20], and a subspace $\mathcal{Y}$ can be represented by a vector with regards to a reference subspace dictionary $\{\mathcal{Y}_i\}_{i=1}^N$ as $y = k_p(\mathcal{Y}, \mathcal{Y}_i) = [k_p(\mathcal{Y}, \mathcal{Y}_1), k_p(\mathcal{Y}, \mathcal{Y}_2), \ldots, k_p(\mathcal{Y}, \mathcal{Y}_N)] \in \mathbb{R}^N$.

### 2.5. Grassmann Discriminant Analysis

We introduce a discriminatory mechanism to separate the classes of signals, which is the Grassmann discriminant analysis (GDA). Basically, GDA is conducted as kernel LDA.

Kernel LDA [22, 23, 24] can be formulated by using the Grassmann kernels. We first outline the algorithm of linear discriminant analysis (LDA) [21]. Let $x_1, \ldots, x_N$ be the data vectors and $y_1, \ldots, y_N$ ($y_i \in 1, \ldots, C$) be the class labels. Each class $c$ has $N_c$ number of samples. Let $\mu_c = \frac{1}{N_c} \sum_{i|y_i=c} x_i$ be the mean of class $c$, and $\mu = \frac{1}{N} \sum_{i=1}^N x_i$ be the overall mean. LDA searches for the discriminant direction $w$ which maximizes the Rayleigh quotient $Ra(w) = w^\top S_w w / w^\top S_b w$ where $S_b$ and $S_w$ are the between-class and within-class covariance matrices respectively:

$$S_b = \frac{1}{N} \sum_{c=1}^C N_c (\mu_c - \mu) (\mu_c - \mu)^\top,$$

$$S_w = \frac{1}{N} \sum_{c=1}^C \sum_{i|y_i=c} (x_i - \mu_c) (x_i - \mu_c)^\top.$$

The optimal $w$ is obtained from the largest eigenvector of $S_w^{-1} S_b$. Since $S_w^{-1} S_b$ has rank $C - 1$, there are $C - 1$ optima $W = [w_1, \ldots, w_{C-1}]$. By projecting data onto the space spanned by $W$, we achieve dimensionality reduction and feature extraction of data onto the most discriminant subspace.

Kernel LDA [22, 23, 24] can be formulated by using the kernel trick as follows. Let $\Gamma : \mathbb{R}^d \to \mathcal{F}$ be a non-linear map from the input space $\mathbb{R}^d$ to a feature space $\mathcal{F}$, and $\Gamma = [\gamma_1, \ldots, \gamma_N]$ be the feature matrix of the mapped training points $\gamma_i$. Assuming $w$ is a linear combination of those feature vectors, $w = \Gamma \alpha$, we can use the kernel trick and rewrite the Rayleigh quotient in terms of $\alpha$ as:

$$Ra(\alpha) = \frac{\alpha^\top \Gamma^\top S_b \Gamma \alpha}{\alpha^\top \Gamma^\top S_w \Gamma \alpha} = \frac{\alpha^\top K(V - e_N e_N^\top/N)K \alpha}{\alpha^\top (K(I_N - V)K + \sigma^2 I_N) \alpha} = \frac{\alpha^\top \Sigma_b \alpha}{\alpha^\top (\Sigma_w + \sigma^2 I_N) \alpha},$$

where $K$ is the kernel matrix, $e_N$ is a vector of ones that has length $N$, $V$ is a block-diagonal matrix whose $c$-th block is
the matrix $e_N e_N^\top /N_c$, and $\Sigma_b = K(V - e_N e_N^\top /N)K$. For example, the kernel matrix, $K$, is calculated as the similarity matrix between subspaces $Y_q$ and $Y_w$. The term $\sigma^2 I_N$ is used for regularizing the covariance matrix $\Sigma_w = K(I_N - V)V^\top K$. It is composed of the covariance shrinkage factor $\sigma^2 > 0$, and the identity matrix $I_N$ of size $N$. The set of optimal vectors $\alpha$ are computed from the eigenvectors of $(\Sigma_w + \sigma^2 I_N)^{-1} \Sigma_b$.

We apply the GDA algorithm to the reference subspaces $Y_i^c$ to generate reference vectors $y_i^c$. When given an unknown bioacoustic signal $x_{in}(t)$, we compute its SSA subspace $Y_{in}$ and map it onto the manifold to generate a vector $y_{in}$; then we predict its corresponding bioacoustic class (e.g., species) based on the nearest reference vector (1-NN).

3. EXPERIMENTAL RESULTS

In this section, we evaluate the validity of the proposed GSSA through an experiment using the Anuran records dataset, that was also used in [8]. This dataset is described in detail in Table 1. It consists of 60 bioacoustic signals with different duration recorded in Amazon rainforest containing anuran’s croaks and ribbits and various real background noises from the surrounding nature. Anura is the name of an order of animals in the class Amphibia that includes frogs and toads, so the diversity of signal is complex. The classes of this dataset consists of 10 species of anurans.

We evaluate GSSA against 2 variants of MSSA. The variant MSSA-I refers to the conventional method, where the class of signals is assumed to be modeled as a linear mapping in terms of the average correlation of its signals. That means that 1 reference subspace is computed to represent each species, regardless of the amount of records the class contains. The variant MSSA-II computes 1 subspace for each bioacoustic signal. For example, the specie Rhinella g. has 5 records, then we produce 5 subspaces. In this scheme we achieve 60 subspaces. However, MSSA-II does not have a discriminant mechanism.

We performed a 10-fold cross-validation by dividing the signals randomly, with 30 for training and 30 for test, and always ensuring that at least one signal of each anuran species is present in both groups. The parameters were varied in the following manner: the number of lagged vectors $n$ was varied from 10 to 50 and the dimension of SSA subspaces were varied from 3 to 9.

The experimental results can be seen in Table 2. The accuracy refers to the average among all folds. The accuracy refers to the average among all folds, and the standard deviation is calculated from the folds assuming a Gaussian distribution. First, we can see that MSSA-II outperforms MSSA-I by approximately 3%, which shows that relaxing the linearity assumption is effective to improve performance. But the main point in this experiment is that although MSSA-I has recently been shown to be the state-of-art in bioacoustics classification [8], we can note that GSSA outperforms MSSA by more than 11%. This result is a compelling evidence that the discriminant mechanism of the proposed method is able to enhance the performance of bioacoustic classification in this subspace representation paradigm.

4. CONCLUSIONS

In this paper we have proposed Grassmann singular spectrum analysis (GSSA), an extension to MSSA, to address more effectively the classification of bioacoustic signals. The key idea of our proposed method is twofold: relaxing the assumption that a class is composed of linear combinations of the reference signals to that it consists of a set of subspaces; and simplifying bioacoustic signal subspace representation by mapping the subspaces onto a Grassmann manifold, to then introduce a discriminatory mechanism for class separation by using Grassmann discriminant analysis (GDA). Our method also inherits various advantages of MSSA, such as low storage, consistent compactness ratio selection, signal length feature formulation, and no need preprocessing techniques. The validity of GSSA was demonstrated through a classification experiment with the Anuran data where it outperformed the state-of-the-art method MSSA.
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