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ABSTRACT

State space models, such as Kalman filters or Particle filters, have been applied to improve the accuracy of radio-wave-based localization. However, these models can drift radically when assumptions of the models are violated, and they do not have a mechanism to fix errors. Therefore, we propose an approach to apply supervised learning to pedestrian localization, which is based on the Inference Machines framework. During training, we collect localization ground truths using computer vision while also collecting Bluetooth signals to train a state space model for localization, which can recover from model drift. During testing, our proposed approach uses only Bluetooth signals. Our experimental results show that our approach can improve the accuracy of Bluetooth-based localization with a small number of training examples. Moreover, our multi-modal supervision can also be used to estimate additional parameters, such as device rotation, from Bluetooth signals that do not have such information.

Index Terms—Inference Machines, State Space Model, Bluetooth Localization, Structure from Motion

1. INTRODUCTION

Localization approaches have been studied extensively [1]. It is becoming a deeply critical technology for applications such as aiding the visually impaired in public places [2, 3]. Highly accurate localization is important to enable them to navigate such places safely. Some research pursued accuracy by using special devices such as ultrasonic [4], ultrawideband (UWB) [5], RFID [6], and Zigbee [7] etc. In contrast, most commercial navigation systems are based on GPS, Wi-Fi, and Bluetooth low energy (BLE) devices, which can be used by smartphones, and we seldom see actual systems that have accuracy beyond a few meters [8]. More accurate localization is needed in navigation systems for the visually impaired.

The accuracy of various localization approaches can be improved by applying state space models, such as Kalman filters or Particle filters [9]. However, because these state space models are usually based on assumptions about the physical dynamics models (constant velocity, or acceleration), the models can drift radically when those assumptions are violated. Furthermore, these approaches are not explicitly designed to handle drift and have no mechanism to fix errors.

Therefore, we propose an approach to apply a supervised state space model [10] for pedestrian localization. Our proposed approach can estimate more accurate locations by learning from several user trajectories in the same environment. It is based on the Inference Machines framework [11], which estimates approximate inference for graphical models with theoretical guarantee. To the best of our knowledge, this is the first application of supervised state space models to pedestrian localization. Our approach can be applied widely because user trajectories are often available, especially in public spaces, and our approach can be used with generic localization methods.

Our approach is related to radio-wave-based localization, which can be calibrated by crowdsourcing [12, 13]. These approaches train accurate localization models by collecting temporal patterns of radio-wave signals. In contrast, our approach trains a state space model from temporal patterns of estimated locations. With our approach, localization methods or devices are not assumed, and it can be applied widely. In addition, the state space model of our approach can predict rotation even if the BLE RSSI signal does not have rotational information.

To train our state space model, we need the ground truth data of user trajectories. To collect training data, we used the computer-vision-based localization, which is called Structure from Motion(SfM) [14]. SfM creates a 3D model of the environment using images and is much more accurate than radio-wave-based localization in general [15]. We can easily collect training data of the state space model by walking around the navigation area several times. The collected trajectories are also used as fingerprinting data of the radio-wave signal, and we do not require a large workload for a site survey.

Our experimental results revealed our approach improved the accuracy of BLE-based localization compared with that of current approaches. In our experiment, we applied our approach to the basic BLE-based localization, but our approach can be applied to other state of arts methods, such as the work of Faragher et al. [16], which uses Gaussian process regression for building a continuous map of radio-wave signals [17]. Our approach can also estimate rotation without decreasing localization accuracy, and it works well even in an environment with fewer BLE beacons. The results also show a small amount of data is enough to train the state space model.

2. SUPERVISED STATE SPACE MODEL

2.1. Predictive State Inference Machines (PSIM)

Our approach applies supervised learning of a state space model for pedestrian localization. We apply Predictive State
Inference Machines (PSIM) [10], which is based on the dynamical system representation called Predictive State Representation (PSR) [18].

The latent state of a dynamical system at time $t$ is defined as $s_t \in \mathbb{R}^m$, and observation is defined as $x_t \in \mathbb{R}^n$. All past observation until $t$ are denoted as $h_{1:t}$ or more compactly as $h_t$. PSIM estimates the latent states of current and future $k$ steps at $t$, and we define this output as $f_t = [s_t, \ldots, s_{t+k-1}] \in \mathbb{R}^{km}$. The output $f_t$ is estimated from the vector concatenating current and future $k$ steps of observations $\phi(f_t) = [x_t, \ldots, x_{t+k-1}] \in \mathbb{R}^{kn}$, which is called a feature function. PSIM maintains a dynamical system state as a belief over this feature function. The state at $t$ is defined as $E[\phi(f_t)|h_{t-1}] = \int f_t \phi(f_t)P(f_t|h_{t-1})df_t$, which represents the conditional expectation of feature function with respect to all past observations. The state is called the predictive state.

PSIM learns the following function $F$, which can estimate the current predictive state from that of a previous time and the current observation.

$$E[\phi(f_{t+1})|h_t] = F(E[\phi(f_t)|h_{t-1}], x_t) \quad (1)$$

This representation allows us to obtain $F$ by applying a generic regression model over all training data.

As shown in Eq. 1, the predictive state of a previous time will affect the future predictive state. This dependency violates the i.i.d. assumption and will degrade the performance of the regression model. PSIM utilizes the Inference Machines framework and learns $F$ by dataset aggregation (DAgger) [19] to overcome this issue. DAgger repeats the process of adding predicted states to the training data by using the learned model and training the new model with the aggregated dataset. Aggregated data will contain errors that will likely appear during testing, and repeating the process of data aggregation and retraining will improve the model.

2.2. PSIM for Pedestrian Localization

We apply PSIM for pedestrian localization, which is a flexible framework for multi-modal fusion. We can obtain observation variable $x_t$ by using any kind of localization algorithm. In our study, we focused on BLE-based localization, but an observation variable can be generalized to many other modalities. We use the basic k-Nearest-Neighbor(k-NN) algorithm for estimating the position from BLE RSSI signals [3], but other approaches can also be used.

Our approach can learn the state space model by using Algorithm 1, and we represent $m_t = E[\phi(f_t)|h_t]$ for simple notation. To train a state space model via PSIM, we need training trajectories $\tau_i$ that have ground truth positions and estimated positions from the BLE signals. We collect $\tau_i$ by using IMU, which is generally more accurate than radio-wave-based localization because it matches numerous visual features with a globally optimized 3D map; therefore, we use it as ground truth data. By recording videos with the BLE RSSI signals, we can associate the signals with the position estimated using IMU. The data are collected by walking the navigation path several times. To record the videos and BLE RSSI signals at the same time, we use commodity smartphones. These data are also used as fingerprint data of the BLE RSSI signals for training k-NN. This process is much easier than the conventional fingerprinting process, which manually measures the ground truth positions of many interest points and then records the RSSI signal of each interest point.

One advantage of applying PSIM is that we can learn a state space model with high dimensional input and output variables. To learn an accurate state space model, we use the position and velocity estimated using Kalman filter as input variables (Step 2 of Algorithm 1). At $t$, we have a position estimated using the K-NN of the BLE RSSI signal $p_t$ and a position and velocity estimated using Kalman Filter $\bar{p}_t$ and $\bar{v}_t$, respectively. The input variables for our state space model are $x_t = [p_t, \bar{p}_t, \bar{v}_t] \in \mathbb{R}^9$. We can obtain 3 dimensional positions by using SFM, and $x_t$ is a 9 dimensional vector. By adding Kalman filter prediction as input variables, PSIM will be trained to fix the errors that are caused by the gap between the dynamical system assumed by Kalman filter and a true dynamical system. Here, we applied Kalman filter, but we can also use other prediction models to add input variables.

For the output variables, we can define $s_t = [\tilde{p}_t] \in \mathbb{R}^3$ when we estimate only the position by using our approach. Here, $\tilde{p}_t$ is the ground truth position. If we estimate both position and orientation, we can define $s_t = [\tilde{p}_t, \tilde{q}_t] \in \mathbb{R}^7$, where $\tilde{q}_t$ is the ground truth quaternion. By defining the loss function as the Euclidean distance between estimated $f_t$ and ground truth data over all training trajectories, hypothesis $F_n$ is estimated using a generic regression model.

Our goal was to estimate the current position by using a learned state space model. We use only $s_t$ in the predicted $f_t$ as the estimated position at each $t$. Note that we use computer-vision localization for collecting training data, but our approach only needs the BLE RSSI signals for the lo-

Algorithm 1 Learning Pedestrian Localization Model

Input: trajectories $\tau_i$, $1 \leq i \leq M$, number of hypothesis generation $N$

Output: best hypothesis $\hat{F}$ from $F_n$, $1 \leq n \leq N$

1: Train k-NN for BLE localization from all trajectories $\tau_i$.
2: Apply Kalman filter for all trajectories $\tau_i$ and add estimated position and velocity to $\tau_i$.
3: Select validation data $M_v$ and training data $M_t$ randomly.
4: Initialize training dataset $D_0 \Leftarrow \emptyset$ and train $F_1$ from $M_t$.
5: Initialize the start point $\hat{m}_1 = \frac{1}{MT} \sum_{i=1}^{M} \phi(f_i)$
6: for $n = 0$ to $N$ do
7: Use $F_n$ for all trajectories $M_t$ and predict states $n$.
8: Create new dataset $D'_n$ from predicted state and observation for $F_n$, and aggregate dataset $D_{n+1} = D_n + D'_n$
9: Train new hypothesis $F_{n+1}$ from $D_{n+1}$
10: Calculate loss function $d_{n+1}$ for $M_v$ by $F_n$
11: if $d_{n+1} > d_n$ then
12: Discard aggregated dataset $D'_n \Leftarrow \emptyset$, $D_{n+1} = D_n$
13: end if
14: end for
15: Select best hypothesis from $F_n$, $1 \leq n \leq N$
Fig. 1. Example trajectories overlaid on 3D model. Circles are ground truth positions, crosses are positions estimated using k-NN of BLE signals. L1 (22m × 54m, 36 beacons), S1 (25m × 30m, 76 beacons), O1 (18m × 20m, 44 beacons), O2 (27m × 10m, 59 beacons)

calibration phase, which can be utilized by various navigation systems. It can also be used for other localization approaches as well as BLE based localization.

3. EXPERIMENTAL RESULTS

3.1. CMU BLE Dataset

To evaluate the localization accuracy of our approach, we created a new database called the CMU BLE Dataset. This database includes both videos and BLE RSSI signals for four different indoor locations. Each location has 10 sequences of trajectories for testing localization accuracy. The videos were recorded at 20 fps, and the BLE RSSI signals were recorded at 1Hz. We used iPhone 6 to record the data set.

To create 3D models and ground truth trajectories with SfM, we used the Human Scale Localization Platform (HULOP) [20], which is an open source implementation based on OpenMVG [21][14]. The 3D models are created using videos that are different from those used for testing localization. Fig. 1 shows example trajectories of each dataset. The circles are ground truth positions estimated using SfM, and the crosses are estimated positions using k-NN of the BLE RSSI signals. Each example is overlaid on 3D models used for generating ground truth positions by using SfM. As shown in these examples, we tested various types of routes. In all locations, Kontakt.io Smart Beacons [22] were installed about every 4–6 meters based on a previous study for balancing localization accuracy and deployment cost of BLE beacons [3].

We evaluated localization accuracy by using the leave-one-out method. Each test case selected by the leave-one-out process was repeatedly trained and tested 10 times to evaluate our approach because it randomly selects a validation set during the DAgger step. For each test, 1 trajectory is randomly selected from training data as a validation set. We assumed most navigation systems do not know the start point, and the initial position of each test data was estimated by using k-NN for the first BLE signal.

3.2. Comparison of different PSIM models

Our approach can use different regression models and different input and output variables. We evaluated the accuracy of our proposed approach for different settings.

We first compared four different regression models, Random Forest Regression (RFR) [23], Multi Layer Perceptron (MLP), Ridge Linear Regression (RLR), and Ridge Linear Regression with Random Fourier Features (RFF) [24]. Table 1 lists the results, which were evaluated by median error in meters for all tested trajectories. RFF learned non-linear functions efficiently and showed the best performance. We now discuss the results of RFF.

We also compared how much the input variables created using Kalman filter helped improve the localization accuracy (Step 2 of Algorithm 1). Table 2 lists the results. This additional information improved the localization accuracy. We now discuss the results of using additional input variables created using Kalman filter.

We also compared a different number of DAgger steps (N in Algorithm 1). Fig. 2 shows the results. In general, increasing the number of DAgger steps improved accuracy, and about 5 DAgger steps were sufficient to improve accuracy.

3.3. Comparison with baseline models

We compared our approach with existing state space models. Table 3 lists the results of Kalman filter, Particle filter, and our proposed approach. For both baselines, we used 6 dimensional observed states (3 dimensional positions and 3 dimensional velocities) with a constant acceleration model. For Particle filter, we used 500 particles.

<table>
<thead>
<tr>
<th></th>
<th>L1</th>
<th>S1</th>
<th>O1</th>
<th>O2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFR[23]</td>
<td>1.04</td>
<td>1.87</td>
<td>1.26</td>
<td>0.98</td>
</tr>
<tr>
<td>MLP</td>
<td>1.11</td>
<td>2.59</td>
<td>0.78</td>
<td>1.00</td>
</tr>
<tr>
<td>RLR</td>
<td>0.63</td>
<td>1.47</td>
<td>0.77</td>
<td>0.60</td>
</tr>
<tr>
<td>RFF[24]</td>
<td><strong>0.63</strong></td>
<td><strong>1.16</strong></td>
<td><strong>0.66</strong></td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 1. Comparison of different learning models. RFR: Random Forest Regression, MLP: Multi Layer Perceptron, RLR: Ridge Linear Regression, RFF: Ridge Linear Regression with Random Fourier Features (Number of random features for RFF was 100, number of hypothesis generations was 5, number of predicted future steps was 3)

<table>
<thead>
<tr>
<th></th>
<th>L1</th>
<th>S1</th>
<th>O1</th>
<th>O2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSIM</td>
<td>0.61</td>
<td>1.13</td>
<td>0.82</td>
<td>0.59</td>
</tr>
<tr>
<td>PSIMKF</td>
<td><strong>0.53</strong></td>
<td><strong>1.05</strong></td>
<td><strong>0.66</strong></td>
<td><strong>0.48</strong></td>
</tr>
</tbody>
</table>

Table 2. Comparison of using input variables estimated using Kalman filter: PSIM (only position estimated using k-NN of BLE RSSI signals was used as input variables), PSIMKF (position and velocity estimated using Kalman filter were also added as input variables). Number of hypothesis generations was 10, number of predicted future steps was 5, other parameters were the same as those in Table 1
Fig. 2. Comparison of different numbers of data aggregation steps. (Other parameters were the same as those in PSIMKF in Table 2)

<table>
<thead>
<tr>
<th></th>
<th>L1</th>
<th>S1</th>
<th>O1</th>
<th>O2</th>
</tr>
</thead>
<tbody>
<tr>
<td>KF</td>
<td>0.73</td>
<td>1.16</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>PF</td>
<td>0.88</td>
<td>1.19</td>
<td>0.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Ours</td>
<td>0.54</td>
<td>1.06</td>
<td><strong>0.54</strong></td>
<td><strong>0.47</strong></td>
</tr>
<tr>
<td>Ours +Rot</td>
<td><strong>0.53</strong></td>
<td><strong>1.03</strong></td>
<td>0.58</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>(6.6)</td>
<td>(16.1)</td>
<td>(20.2)</td>
<td>(23.4)</td>
</tr>
</tbody>
</table>

Table 3. Comparison with baseline models: KF: Kalman Filter, PF: Particle Filter, Ours: Our approach. Number of hypothesis generations was 10. Other parameters were same as those in Fig. 2. Ours+Rot: Our approach using rotation information as output variables. Other parameters were same as those for “Ours”. Numbers in parentheses are median rotational errors in degrees.

“Ours” in Table 3 shows the results of our approach when we define the output states as a 3 dimensional position vector. The results show that our approach consistently outperformed the other baseline models for all locations, and it improved the accuracy at most about 0.3m.

Although the BLE RSSI signal does not have directional information, our approach can also learn a state space model that has rotation as output states. “Ours+Rot” in Table 3 shows the results of our approach when we define output states as a 7 dimensional vector that has position and quaternion. Our approach can estimate rough orientation without decreasing localization accuracy even if we do not use devices with directional information.

In actual navigation systems, some BLE beacons often go out of order due to battery exhaustion or device failure. We evaluated robustness in such a situation by randomly selecting BLE beacons and ignoring the signals of these beacons. The selected BLE beacons were ignored both during the training phase and the testing phase in our approach. Each test case selected by the leave-one-out process was repeatedly tested 10 times for all approaches because the ignored BLE beacons were randomly selected. Fig. 3 shows the results. The horizontal axis is the noise ratio: the ratio of the number of randomly selected BLE beacons to the number of all BLE beacons. The vertical axis is the median error in meters. When increasing the noise, our approach was not affected as much as the baseline approaches were. Our approach improved the accuracy at most about 1.9m for the noise ratio 0.2. The results also show that our approach will work well even in an environment where we cannot install enough BLE beacons because of the constraints in the environment or deployment cost.

3.4. Comparison of different amounts of training data

To evaluate how easy our approach is to deploy for navigation systems, we evaluated how many training trajectories are necessary for training. In this experiment, we used all training trajectories as fingerprinting data and changed only the amount of training data for learning the state space model ($\tau_i$ in Algorithm 1). Fig. 4 shows the results. To achieve better accuracy than the baseline models, only two training data were enough for all datasets.

4. CONCLUSION

We proposed an approach to apply a supervised state space model to radio-wave based localization. In many navigation applications, the history of walking data is often available and can be used to train a model in a supervised manner. Our experimental results showed that the proposed approach outperformed the current state space models, and it works well even in an environment with fewer BLE beacons. The accuracy was better even if the size of the training data was small. Our approach is not limited to specific localization methods or devices and can be utilized by various navigation systems that require more accuracy and robustness against errors.
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