ABSTRACT

Microphone arrays are beneficial for distant speech capture because the signals they capture can be exploited with beamforming to suppress noise and reverberation. The theory for the design and analysis of microphone arrays is well established, however the performance of a microphone array beamformer is often subject to conflicting criteria that need to be assessed manually. This paper describes BFGUI, a interactive graphical tool for MATLAB, for simulating microphone arrays and synthesizing beamformers, and whose parameters can be modified and performance metrics monitored in real-time. Primarily aimed at teaching and research, this tool provides the user with an intuitive insight into the effects of microphone types, number and geometry, and the influence of design constraints such as regularization and white noise gain on derived metrics. The resulting directivity pattern, directivity index and front-back ratio are examples of such metrics. Multiple analytic microphone models are supported and external measured microphone directivity patterns can also be loaded. The designs can be then exported in a variety of formats for processing of real-world data.

Index Terms— Microphone array, Beamformer, MVDR

1. INTRODUCTION

Microphone array beamformers have become increasingly prevalent in consumer electronic devices as they provide a robust and computationally straightforward method for spatial selectivity at the front end of a speech pipeline [1]. The design of microphone arrays is unfortunately subject to many conflicting requirements. For example, inter-microphone spacing affects the resolution of spatial sampling, so from the perspective of spatial aliasing it is desirable to have a small inter-microphone spacing. However, with small arrays the influence of increased noise coherence and reduced spatial diversity limits low frequency performance [2]. This is especially true in the design of small devices such as cellphones, in which omnidirectional Microelectromechanical Systems (MEMS) microphones may be spaced a few millimeters apart in either an endfire, broadside or planar configuration depending upon the number of microphones and whether the device is used in a hand-held or hands-free mode. In larger devices such as televisions and table-top computers, directional electret and condenser microphones have been known to be used in linear broadside and circular planar configurations. For research purposes, cylindrical and spherical microphone arrays have also become popular during the last decade [3]. In many cases, the influence of scattering in the microphone array enclosure is exploited to increase spatial sensitivity in a target direction, for which measured microphone directivity patterns are required [4].
tion matrices as described in Sec. 2.3 are derived exclusively from these responses. The ‘nearfield’ response is the set of impulse responses in the beamformer’s look direction; while in many cases this is also a farfield measurement, it may be in the nearfield at radius \( r_0 \) in the case of close-talking microphones.

### 2.2. Global Variables and Microphone Array Setup Panels

A typical session begins by setting global variables that are unlikely to change during design, although on-the-fly changes to the global variables are supported as all internal variables can be recalculated automatically. The Global panel is shown at the top of Fig. 2 and the corresponding descriptions are in Table 1. Optional lock boxes can be used to prevent accidental changes.

The Array Setup panel is shown in the lower half of Fig. 2. Individual microphones can be added or removed, or linear and circular arrays of microphones can be quickly designed with the ‘Auto-Populate’ button that opens a dialog box. Each microphone \( m \in [1, M] \) has six parameters: position \( x_m = [x_m \ y_m \ z_m]^T [\text{m}] \), azimuth angle \( \phi_m \in [0, 2\pi] \), elevation angle \( \theta_m \in [-\pi/2, \pi/2] \), \( \Omega_m \equiv (\theta_m, \phi_m) \), and type, which can either be a standard microphone model (omnidirectional, subcardioid, cardioid, supercardioid, hypercardioid, figure-8) [1] or a measured directivity pattern from an external file. A right-handed coordinate system is employed, with \( x \) pointing forward, \( y \) pointing left, and \( z \) pointing up with \( \phi \) measured anticlockwise on the \( xy \) plane from the positive \( x \)-axis and elevation measured upward from the \( xy \) plane.

Let \( \Omega_i \equiv (\theta_i, \phi_i) \) be an arbitrary angle of arrival with index \( i \in [1, P] \). All complex directivity patterns are simulated by considering the transfer function between the microphone and a virtual source at \( (r, \Omega_i) \). The directivity pattern of the microphone after rotation and translation to its intended position at frequency \( \omega \) rad/s is denoted \( \bar{G}(\omega) \in \mathbb{C}^{P \times M} \), with entries \( \bar{G}_{m}(r, \Omega_i, \omega) \). In many scenarios it is useful to remove the time of arrival and proximity gain or loss by dividing the complex response by that of an omnidirectional microphone in the center of the coordinate system, yielding \( G(\omega) \in \mathbb{C}^{P \times M} \), with entries

\[
G_m(r, \Omega_i, \omega) = \frac{1}{r} \bar{G}_m(r, \Omega_i, \omega) e^{j\omega \tau_r},
\]

where \( \tau_r \) is the time of arrival from any point on the bounding sphere of virtual sources to the center of the coordinate system. \( G(\omega) \) is used for all subsequent synthesis and analysis. Frequency \( \omega \) is quan-
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The microphone responses can be viewed within the tool as a directivity pattern at a particular frequency, or as magnitude response after translation and rotation, yielding $\hat{G}(\omega)$, and ‘In-Situ, Omni Normalized’ $(G(\omega))$.

### 2.3. Beamformer Synthesis Panel

The beamformer’s parameters are shown in Fig. 3. Each look direction can be specified in the nearfield at $(r_0, \Omega_0, \omega)$. The type can be set as either ‘As Array Setup’, in which case the same microphone models are used throughout, or ‘From File’, that allows external impulse responses or transfer functions to be loaded. The magnitude, phase and impulse responses can be viewed for each look direction in much the same way as the farfield directivity pattern.

The directivity pattern at the beamformer output is given by $B(\omega) = G(\omega)w(\omega)$, where $w(\omega) \in \mathbb{C}^{M \times 1}$ are the synthesized weights. Currently four synthesis algorithms are implemented as shown in Table 2.

### Table 2. Beamformer Synthesis Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Mic</td>
<td>Picks mic yielding highest directivity index.</td>
</tr>
<tr>
<td>Delay &amp; Sum</td>
<td>$w(\omega) = \frac{1}{</td>
</tr>
<tr>
<td>MVDR (closed)</td>
<td>$w(\omega) = \frac{1}{\lambda} \Phi_N(\omega)w(\omega)$, subject to $w(\omega)^Hw(\omega) = 1$</td>
</tr>
<tr>
<td>MVDR (adapt.)</td>
<td>$w(\omega) = \text{arg min}_{w(\omega)} G(\omega)w(\omega), \gamma$</td>
</tr>
</tbody>
</table>

The variable $\Phi_{NN}(\omega) = G(\omega)^H G(\omega)/P$ is a noise correlation matrix under the assumption of a spatially homogeneous and isotropic noise field [12] and $\Phi_{NN'} = \Phi_{NN} + \kappa I$ is a regularized form. In the MVDR (closed form) case, robustness to sensor noise and mismatch is controlled by the $\kappa$ in the regularization term, yielding the delay and sum result when $\kappa \to \infty$, implicitly increasing the white noise gain (WNG) and therefore robustness at the expense of
directivity index. Alternatively, MVDR (adaptive) explicitly controls white noise gain by formulating the design as a constrained optimization problem that is convex but has no closed-form solution [13], and is solved using the CVX toolbox [14, 15]. Pattern synthesis for standard patterns such as Chebyshev and high-order cardioids will be implemented in a future release. The design can be bandlimited by four parameters, specifying the frequencies at which the response should be zero, and at unity (\(\omega\)) bandlimited by four parameters, specifying the frequencies at which cardioids will be implemented in a future release. The design can be synthesized for standard patterns such as Chebyshev and high-order optimization problem that is convex but has no closed-form solution.

Instrumental noise spectra \(N_0(\omega)\) and instrumental noise spectra \(N_1(\omega)\) as captured for a specific microphone in a specific noise environment. Some beamformer synthesis algorithms e.g. [1] rely on these measurements to synthesize beamformers optimized to maximize noise gain, although they are used solely to calculate noise performance in BFGUI.

Any number of beams can be entered. Following synthesis (which typically takes less than a second per beam), the result can be exported as (a) a tab-separated list of complex frequency domain coefficients, (b) an M-channel .WAV file of impulse responses, calculated by IFFFT→circular shift→raised cosine window, or (c) a C header file containing the same values as (a).

### 2.4. Performance Metrics

The beamformer’s response can be analyzed in several different ways, as shown in Fig. 4. As the user steps through the beams with the arrow keys, metrics are updated instantaneously for quick comparison. The effect of a change to the array geometry or beamformer synthesis can be determined quickly as the performance metrics are updated automatically after resynthesis.

The directivity pattern is shown at a user-specified frequency in Table 3. The integrals are evaluated as discrete sums over \(P\) near-uniform points calculated in [10]. Performance factors are converted to indices by taking \(10 \log_{10}\) to convert to dB. The magnitude, phase and impulse responses in the look direction can be viewed as a sanity check, and plots can be made that represent these metrics graphically. The noise gain is only reported if measured ambient and instrumental noise spectra \(N_0(\omega)\), and \(N_1(\omega)\) are provided by the user.

<table>
<thead>
<tr>
<th>Table 3. Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Metric</strong></td>
</tr>
<tr>
<td>Directivity Factor</td>
</tr>
<tr>
<td>Directivity Factor (av.)</td>
</tr>
<tr>
<td>Front-Back Factor</td>
</tr>
<tr>
<td>Front-Back Factor (av.)</td>
</tr>
<tr>
<td>WNG</td>
</tr>
<tr>
<td>WNG (av.)</td>
</tr>
<tr>
<td>Noise Gain</td>
</tr>
</tbody>
</table>

Two modifications to the standard performance metrics in Table 3 are provided. Firstly, the numerator of the Directivity Factor can be set to integrate over a solid angle as set by ‘FF Direct Path Zone’. This is useful for getting more stable results with noisy measured directivity patterns. A differentiation is also made between nearfield and farfield directivity index; the farfield definitions are stated in Table 3. In the nearfield case, the values are scaled to compensate for the proximity gain in \(df_0 < r\).

### 3. CONCLUSION

BFGUI is a MATLAB tool for interactive experimentation with microphone arrays, supporting 3D array geometry, analytic and measured microphone directivity patterns, and four standard beamformer synthesis algorithms. As the user modifies the array geometry and synthesis parameters, numerical and graphical metrics provide insight into the influence of each parameter on performance. All plots can be exported as MATLAB figures for easier manipulation and sessions can be saved in a human-readable format that can be reloaded at a later date. BFGUI is useful both as a teaching/research tool and for the synthesis of beamformer filters that can be exported for real-world use.
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