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ABSTRACT
Real-world networks are often cluttered and hard to organize. Recent studies show that most networks have the community structure, i.e., nodes with similar attributes form a certain community, which enables people to better understand the constitution of the networks. Hitherto, various community detection methods have been proposed in the literature yet none of them takes the strategic interactions among nodes into consideration. Additionally, many real-world observations of networks are noisy and incomplete, i.e., with some missing links or fake links, due to either technology constraints or privacy regulations. In this work, a game-theoretic framework of community detection is established, where nodes interact and produce links with each other in a rational way based on mutual benefits. Given the proposed game-theoretic generative models for communities, we use expectation maximization (EM) algorithm to detect communities. Simulations on synthetic networks and experiments on real-world networks demonstrate that the proposed detection method outperforms the state-of-the-art.

Index Terms— Community detection, game theory, noisy networks

1. INTRODUCTION
Nowadays, networks are ubiquitous and often cluttered, leading to difficulties for recognizing patterns and mining knowledge from them. The first step to the understanding of the network structures is to arrange the networks in an organized manner: identifying nodes with similar attributes or functions and combining them together as a community. Given the importance of community structure, various community detection approaches have been proposed in the literature to identify meaningful communities in networks [1]. Existing community detection methods can be categorized into two classes: graph-theoretic approaches [2–7] and probabilistic generative models [8–10].

In a real-life network, nodes form links with each other through intelligent interactions. Users are rational in forming their social networks, in other words, when deciding whether to form a link or not, a user will judge if the benefit of this link is worthy of its cost (efforts and time spent in the relation). Hitherto, such strategic interactions among nodes have not been considered in community detection yet. Moreover, most real-world observations of networks are noisy and incomplete, i.e., there are missing links and fake links in the observed graph, due to technological constraints or privacy regulations. So far, no existing work has studied the community detection problem in noisy networks.

In this paper, we propose a game-theoretic framework to model the interactions among rational nodes in a network with community structure. The network can be either noiseless or noisy. The proposed link formation game connects the observed network structure with the hidden community structure. The Nash equilibrium (NE) of the noiseless network game and the subgame perfect equilibrium (SPE) of the noisy network game are derived. With these equilibria, a game-theoretic generative model of networks is obtained, according to which we use expectation maximization (EM) algorithm to detect communities. To the best of our knowledge, this is the first work on community detection taking noise effect into account. The effectiveness of the proposed detection algorithm is validated through simulations on synthetic networks and experiments on real-world networks.

2. GAME-THEORETIC GENERATIVE MODEL OF THE NETWORKS
Game theory is a mathematical tool used to study the strategic interactions among multiple rational decision makers [11]. In a network, each node (e.g., users in a social network) can be modeled as a rational player. The nodes interact with each other to form links, generating the graph structure that we observe. The utilities of the interactions depend on the community affiliations of the nodes.

In the following, we present our proposed game-theoretic generative models for both noiseless networks and noisy networks. Consider a network with $N$ nodes and $K$ communities. For each user $u \in \{1, 2, ..., N\}$, we denote the nonnegative vector $x_u \in \mathbb{R}^K$ as its community affiliation strength vector, whose $k$-th component represents the strength of node $u$’s affiliation to community $k$. The larger a certain entry of $x_u$, the stronger the affiliation of node $u$ to the corresponding community.
Table 1. The utility table of the game for noiseless networks.

<table>
<thead>
<tr>
<th>u</th>
<th>v</th>
<th>Link</th>
<th>Not Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link</td>
<td>1,1</td>
<td>( f_1(x_u, x_v) )</td>
<td>( f_2(x_u, x_v) )</td>
</tr>
<tr>
<td>Not Link</td>
<td>( f_1(x_u, x_v) ), ( f_2(x_u, x_v) )</td>
<td>0,0</td>
<td></td>
</tr>
</tbody>
</table>

2.1. Game for Noiseless Networks

Each pair of nodes interacts with each other to decide whether to form a link or not. Specifically, when two nodes \( u, v \) interact, they play the following game:

- Pure strategies: \{Link, Not Link\}.
- Mixed strategies: \([0, 1]\), the probability of Link.
- Utility functions:
  1. If both nodes choose Link, then each one gets utility 1.
  2. If both nodes choose Not Link, then each one gets utility 0.
  3. From node \( u \)'s perspective, i) if it chooses Not Link but its opponent \( v \) chooses Link, then it may get some one-shot information sharing or benefits from \( v \), and thus gets utility \( f_1(x_u, x_v) \); ii) if it chooses Link but its opponent \( v \) chooses Not Link, then it may have spent some efforts on trying to make this connection and thus gets (possibly negative) utility \( f_2(x_u, x_v) \). We assume that \( f_1 \) and \( f_2 \) are symmetric functions, i.e., \( f_i(x_u, x_v) = f_i(x_v, x_u), i \in \{1,2\} \) so that the utility structure of the pair \((u, v)\) is symmetric. The utility functions are summarized in Table 1.

We note that the above proposed game contains two general functions \( f_1 \) and \( f_2 \). Different choices for these two functions lead to different games, and hence different game-theoretic generative models of the networks. For general \( f_1, f_2 \), the Nash equilibrium (NE) of the proposed game is identified in the following proposition.

**Proposition 1.** In the proposed game for noiseless networks, suppose \( f_1(x_u, x_v) < 1, f_2(x_u, x_v) < 0 \) or \( f_1(x_u, x_v) > 1, f_2(x_u, x_v) > 0 \), then choosing the strategy Link with probability:

\[
p^*(x_u, x_v) = \frac{f_2(x_u, x_v)}{f_1(x_u, x_v) + f_2(x_u, x_v) - 1}
\]  

is a symmetric mixed-strategy NE.

We assume that two nodes will link with each other if and only if both of them choose the strategy Link. Hence, at the NE, the link probability of the node pair \((u, v)\) is:

\[
H(x_u, x_v) \triangleq p^*(x_u, x_v)^2 = \left( \frac{f_2(x_u, x_v)}{f_1(x_u, x_v) + f_2(x_u, x_v) - 1} \right)^2.
\]  

Different utility functions \( f_1() \) and \( f_2() \) lead to different link probability function \( H() \). Two examples of such functions that satisfy the assumption of Proposition 1 are listed as follows.

- When \( f_1(x_u, x_v) = \sqrt{1 - \exp(-x_u^2 x_v)} \) and \( f_2(x_u, x_v) = -f_1(x_u, x_v) \), the link probability function is \( H(x_u, x_v) = 1 - \exp(-x_u^2 x_v) \), which coincides with the affiliated graph model (AGM) proposed in [9, 12].

- When \( f_1(x_u, x_v) = \sqrt{\frac{x_u x_v}{1+x_u x_v}} \) and \( f_2(x_u, x_v) = -f_1(x_u, x_v) \), the link probability function is \( H(x_u, x_v) = \frac{x_u x_v}{1+x_u x_v} \).

2.2. Game for Noisy Networks

The game-theoretic generative process of the noisy networks consists of two stages since, in addition to the generative process for the noiseless networks, we need another stage to take the generation of noise into consideration. The first stage is to determine whether to form a link or not while the second stage is to decide whether to report the truth about the link state. The overall utility is the sum of the utilities obtained in the two stage games. The first stage is the same as the game for the noiseless networks. Thus, we just focus on the second stage, which is specified for a node pair \((u, v)\) as follows.

- Pure strategies: Truth-telling and Not Truth-telling
- Mixed strategies: \([0, 1]\), the probability of Truth-telling
- Outcome: The true linking state is reported if and only if both nodes adopt strategy Truth-telling.
- Utility functions: If \( u, v \) are linked in the first stage, the utility functions of all possible circumstances are listed in Table 2(a). Similarly, if \( u, v \) are not linked in the first stage, the utility functions are listed in Table 2(b). The utility functions \( q_i() \) are all symmetric functions, i.e., \( g_i(x_u, x_v) = g_i(x_v, x_u), i \in \{1, 2, 3, 4\} \).

We denote the overall strategy of the formulated two-stage dynamic game as \( \langle p, (q_1, q_2) \rangle \) where \( p \) is probability of the strategy Link in the first stage and \( (q_1, q_2) \) are the probability
of the strategy Truth-telling in the second stage given that a link between \( u, v \) is formed or not formed in the first stage, respectively.

**Proposition 2.** In the proposed dynamic game for noisy networks, \((p^*, (q^*_1, q^*_2))\) is a symmetric mixed-strategy subgame perfect equilibrium (SPE), where

\[
q^*_2(u, v) = \frac{q^*_1(u, v)}{g_2(u, v) + q^*_2(u, v)} - \frac{g_2(u, v)}{g_2(u, v) + q^*_2(u, v)} - 1,
\]

\[
p^*(u, v) = \frac{f_1(u, v) + f_2(u, v) - 1 - g_1(u, v)q^*_1(u, v) - g_2(u, v)q^*_2(u, v)}{f_2(u, v)},
\]

provided that \( 0 \leq p^*(u, v), q^*_1(u, v), q^*_2(u, v) \leq 1 \).

Denote \( Y(u, v), \hat{Y}(u, v) \) the binary variable representing the true link state and the observed noisy link state between nodes \( u, v \) respectively, i.e., “1” represents the presence of a link while “0” represents no link. Then, at the SPE \((p^*, (q^*_1, q^*_2))\), the link probability of nodes \( u, v \) is \( H(x_u, x_v) = p(x_u, x_v) \)² while the fake link and missing link probabilities are:

\[
\epsilon_1(x_u, x_v) \equiv P(\hat{Y}(u, v) = 1 | Y(u, v) = 0) = 1 - q_2(x_u, x_v), (3)
\]

\[
\epsilon_2(x_u, x_v) \equiv P(\hat{Y}(u, v) = 0 | Y(u, v) = 1) = 1 - q_1(x_u, x_v). (4)
\]

Thus, different utility functions lead to different link probabilities and link error probabilities. Specifically, for any link function probability \( H() \), any fake link probability \( \epsilon_1 \) and any missing link probability \( \epsilon_2 \), we can achieve them by setting the utility functions in the game model as follows:

\[
f_1(x_u, x_v) = (1 + \epsilon_1 - \epsilon_2) \sqrt{H(x_u, x_v)}, (5)
\]

\[
g_1(x_u, x_v) = \sqrt{1 - \epsilon_2}, \quad g_3(x_u, x_v) = \sqrt{1 - \epsilon_1}, (6)
\]

\[
f_2(x_u, x_v) = -f_1(x_u, x_v), (7)
\]

\[
g_2(x_u, x_v) = -g_1(x_u, x_v), \quad g_4(x_u, x_v) = -g_3(x_u, x_v). (8)
\]

Thus, by properly tuning the utility functions as above, the game-theoretic framework can model a general class of generative processes of networks with community structure.

**3. A GENERAL COMMUNITY DETECTION ALGORITHM FOR NOISY NETWORKS**

In this section, we briefly discuss how to detect communities in the proposed game-theoretic model. Since noiseless networks simply correspond to noisy networks with \( \epsilon_1 = \epsilon_2 = 0 \), we only focus on community detection in noisy networks from now on in this section. We assume that the link error probabilities \( \epsilon_1 \) and \( \epsilon_2 \) are constants independent of the affiliation strength \( x_u \). A graphical representation of the proposed game-theoretic generative model for noisy networks is shown in Fig. 1. For each pair of users \( u, v \) with community affiliation strength \( x_u, x_v \), a link between them is formed with probability \( H(x_u, x_v) \). The link state \( Y(u, v) \) can be either ‘1’ (linking) or ‘0’ (not linking), with linking probability

![Fig. 1. Graphical illustration of the proposed game-theoretic generative model.](image)

\[H(x_u, x_v), i.e., Y(u, v) \sim \text{Bernoulli}(H(x_u, x_v)). (9)\]

Afterwards, noise is added in so that the link state \( Y(u, v) \) is flipped with fake link probability \( \epsilon_1 \) and missing link probability \( \epsilon_2 \) to generate the observed link state \( \hat{Y}(u, v) \), i.e.,

\[
\hat{Y}(u, v) \sim \text{Bernoulli}\left(\epsilon_1^{1-Y(u,v)}(1-\epsilon_2)^{Y(u,v)}\right). (10)
\]

We assume that the link error probabilities \( \epsilon_1, \epsilon_2 \) are known. Our goal is to infer the unknown community affiliation strength \( X \triangleq \{x_u\}^{N}_{u=1} \), based on which we can do community detection.

Due to the existence of the latent variables \( Y \) (the true network), direct maximum likelihood estimation is intractable. We thus resort to the expectation maximization (EM) algorithm [13], an efficient algorithm iterating between two steps, i.e., the expectation step (E-step) and the maximization step (M-step). Because of space limitation, detailed algorithm is not presented here.

**4. SIMULATIONS AND REAL DATA EXPERIMENTS**

In this section, synthetica data based simulations as well as real data based experiments are conducted to validate the proposed community detection algorithm for the game-theoretic generative model.

To implement simulations, we synthesize networks with \( N \) nodes and \( K \) communities according to the following procedure. Partition all nodes into \( K \) non-overlapping equal groups of nodes so that each group has \( N/K \) nodes. For each group, randomly pick \( \eta N/K \) nodes outside of the group and add these nodes into the group, where \( 0 < \eta < 1 \) is a user-defined parameter. Each group is defined to be a community. Choose some community affiliation strength for nodes in the community. This strength will influence the edge density of the networks. Generate the links according to the chosen link probability function \( H(x_u, x_v) \). Add noise into the network according to the link error probabilities \( \epsilon_1, \epsilon_2 \).

The networks generated in this way have overlapping community structure. Actually, on average, for each community, a proportion of \( 2\eta/(1+\eta) \) nodes in the community also belong to other communities. The parameter setup for the simulation is as follows. We set \( N = 100, K = 2, 3, \)
For every detected community $C$, we calculate $\min_C \text{BER}(C, \bar{C})$. For every ground-truth community $\bar{C}$, we calculate $\min_{\bar{C}} \text{BER}(C, \bar{C})$. Then, the performance metric is the average of all these minimum BER’s. The simulation results for different number of communities and different community overlapping extent are shown in Fig. 3, where we compare the proposed noise-aware game-theoretic algorithm with the AGM in [9]. We find that the proposed algorithm always outperforms the AGM, and the performance enhancement increases with the noise level $\epsilon_2$ (except for networks in Fig. 3-f).

For real data experiments, we consider two datasets: the Facebook ego-networks dataset [14] and the DBLP collaboration network dataset [15]. Both networks have well-defined ground-truth communities. The relative improvement of the proposed noise-aware game-theoretic algorithm over the AGM is listed in Table 3. Again, the proposed algorithm always outperforms the AGM and the performance improvement increases with the noise level $\epsilon_2$.

### 5. CONCLUSION

A game-theoretic analysis of the community detection problem in both noiseless networks and noisy networks has been presented, which takes nodes’ rational decision making into account. The equilibria of the formulated game lead to a probabilistic generative model of networks with community structure. Based on the game-theoretic model, we propose a general community detection algorithm by using an EM algorithm. The effectiveness of the proposed algorithm is validated by simulations as well as real data experiments.
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