ABSTRACT

For the matrix/tensor completion problem with very high missing ratio, the standard local (e.g., patch, probabilistic, and smoothness) and global (e.g., low-rank) structure-based methods do not work well. To address this issue, we proposed to use local and global data structures at the same time by applying a novel functional smooth PARAFAC decomposition model for the tensor completion. This decomposition model is constructed as a sum of the outer product of functional smooth component vectors, which are represented by linear combinations of smoothness of rank-one tensors. A new algorithm was developed by applying greedy deflation and smooth rank-one tensor decomposition. Our extensive experiments demonstrated the high performance and advantages of our algorithm in comparison to existing state-of-the-art methods.
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1. INTRODUCTION

Tensor is a general name for multi-dimensional arrays such as vectors, matrices, and higher order ones. When we have some incomplete data tensor with missing elements, a ‘completion’ technique that estimates the missing values by using available values is often used for the recovery or prediction. Image inpainting [1] and recommender system [2] are typical applications of matrix/tensor completion.

In a technical sense, completion is impossible without any assumptions about the relationships between available elements and missing elements. Low-rank-based matrix/tensor completion has been extensively studied, and efficient algorithms have been developed [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. However, when the ratio of missing elements is very high and the data include some noise, using only low-rank assumption is not sufficient to achieve a good performance. In recent years, completion techniques using the low-rank tensor decomposition models with some additional constraints have been proposed to improve performance [15, 16, 17].

Chen et al. [15] proposed a tensor completion algorithm based on the Tucker decomposition model by minimizing the squared errors, nuclear norm of factor matrices, and regularization terms for factor prior. Zhao et al. [16] proposed a tensor completion algorithm based on a PARAFAC decomposition (PD) model based on a Bayesian framework with mixture prior assumption for the factor matrices. The prior assumptions in both methods are similar, which consider the similarity between the individual component vectors in factor matrices. Both methods succeeded in recovering incomplete visual data with relatively high missing ratio in their experiments.

In this paper, we assume that the original tensor is decomposed by the PD model, and its individual component vectors are smooth and represented by linear combinations of a small number of basis functions. In our model, the input data tensor is reconstructed as the sum of several rank-one tensors, which are given by the outer product of smooth component vectors. Since the visual data are locally smooth, the smoothness constraint is really important and helpful for completion in some specific cases. Furthermore, we enforce different levels of smoothness for the different rank-one tensors adaptively, which allows us to enforce strong smoothness into the background and weaker smoothness into the foreground. To implement our model in practice, we employed a greedy deflation approach for the optimization algorithm and applied discrete cosine transform basis and B-spline basis to the basis functions.

2. PROPOSED METHOD

2.1. Functional PARAFAC decomposition model

Basically, the optimization problem of tensor completion can be solved by minimizing \( \| P_{\Omega} \otimes (X - Z) \|_F^2 \), where \( X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is an input data tensor, \( Z \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is a parametric model, and \( P_{\Omega} \in \{0, 1\}^{I_1 \times I_2 \times \cdots \times I_N} \) represents missing and available elements by 0 and 1, respectively. We denote \( X_{\Omega} := P_{\Omega} \otimes X \) and \( Z_{\Omega} := P_{\Omega} \otimes Z \) in some cases, where \( \otimes \) is the Hadamard product. The functional PARAFAC decomposition (FPD) model is given by

\[
Z = \sum_{r=1}^{R} g_r u^{(1)}_r \circ u^{(2)}_r \circ \cdots \circ u^{(N)}_r, \tag{1}
\]
where \( u_r^{(n)} = \Phi^{(n)} w_r^{(n)} \in \mathbb{R}^{L_n} \) are the smooth component vectors, \( \Phi^{(n)} = [\phi_1^{(n)}, \phi_2^{(n)}, \ldots, \phi_{L_n}^{(n)}] \in \mathbb{R}^{L_n \times L_n} \) are the basis functions, \( \|u_r^{(n)}\|_2 = \|\phi_1^{(n)}\|_2 = 1 \), and \( w_r^{(n)} \in \mathbb{R}^{L_n} \) are the weight parameter vectors. We denote unit rank-one tensors by \( U_r := u_r^{(1)} \circ u_r^{(2)} \circ \cdots \circ u_r^{(N)} \).

### 2.2. Optimization problem

Let us consider the following novel optimization problem:

\[
\begin{align*}
\min_{g_r, w_r^{(n)}} & \frac{1}{2}\|X_{\Omega} - Z_{\Omega}\|_F^2 + \sum_{r=1}^{R} g_r^2 \sum_{n=1}^{N} w_r^{(n)T} \Lambda^{(n)} w_r^{(n)}, \\
\text{s.t.} & \quad \sum_{r=1}^{R} g_r U_r, \quad \|\Phi^{(n)} w_r^{(n)}\|_2 = 1,
\end{align*}
\]

(2)

where \( \Lambda^{(n)} \in \mathbb{R}^{L_n \times L_n} \) is a suitably designed constraint matrix. The concept of optimization strategy is to fit the FPC model to the data by minimizing the squared error with smoothing regularization terms \( w_r^{(n)T} \Lambda^{(n)} w_r^{(n)} \). The challenge in this optimization problem is to find the optimal number of components \( R \). Assuming a decomposition of observed tensor \( X = Z + E \) exists and noise tensor \( E \) is independent from the FPD model, we can estimate \( R \) as

\[
\hat{R} = \arg\min_R f(R) := \|X_{\Omega} - Z_{\Omega}\|_F^2.
\]

(3)

Since we generally have \( f(k+1) \leq f(k) \) for any natural number \( k \), if \( f(k) - f(k+1) \leq \varepsilon \) for some small enough value of \( \varepsilon \), then such \( k \) is an approximately appropriate value for \( \hat{R} \). Thus, we propose a greedy method in Algorithm 1. In this algorithm, we iterate to solve the suboptimization problem as follows:

\[
\begin{align*}
\min_{g_r, w_r^{(n)}} & \frac{1}{2}\|X_{\Omega} - Z_{\Omega}\|_F^2 + g_r^2 \sum_{n=1}^{N} w_r^{(n)T} \Lambda^{(n)} w_r^{(n)}, \\
\text{s.t.} & \quad \|\Phi^{(n)} w_r^{(n)}\|_2 = 1, \forall n \in \{1, 2, \ldots, N\},
\end{align*}
\]

(4)

while deflating the residual tensor by \( E \leftarrow E - gU \).

### 2.3. Suboptimization algorithm

In this section, we explain how to solve the rank-one FPD problem (4) in Algorithm 1. The error term of the objective function in (4) can be transformed to the following forms:

\[
\begin{align*}
\frac{1}{2}\|P_{\Omega} \odot (E - g\Phi^{(1)} u^{(1)} \circ \Phi^{(2)} u^{(2)} \circ \cdots \circ \Phi^{(N)} u^{(N)})\|_F^2 &= \frac{1}{2}\|E\|_F^2 - g\langle E, U \rangle + \frac{1}{2}g^2\|P_{\Omega} \odot U\|_F^2, \\
&= \frac{1}{2}\|E\|_F^2 - g\langle E, U \rangle + \frac{1}{2}g^2\langle P_{\Omega} U, U \rangle, \quad \text{(5)}
\end{align*}
\]

where \( H := g^2\langle \Phi^{(1)} u^{(1)}, U \rangle\), \( E^{(n)} := g\langle \Phi^{(n)} u^{(n)} \rangle \), \( \alpha := \frac{1}{2}\langle H, u \rangle \), and \( \beta := \langle E, u \rangle \). Note that the problem is symmetric with respect to \( u^{(n)} \) for any \( n \), and therefore it can be solved by any technique for the unit-norm constrained quadratic optimization. By employing the gradient-based coefficient normalization method [18], we can solve (8) by applying the following update rules:

\[
\begin{align*}
\omega_{k+1} &\leftarrow \omega_k - \alpha(H^{(n)}\omega_k - c^{(n)}); \quad \text{(9)} \\
\omega_{k+1} &\leftarrow \omega_{k+1}/\|\Phi^{(n)}\omega_{k+1}\|_2; \quad \text{(10)}
\end{align*}
\]

where \( \alpha > 0 \) is a step-size parameter that is selected so that \( h(\omega_k) \leq h(\omega_{k+1}) \). We repeat iterations (9) and (10) until \( h(\omega_k) - h(\omega_{k+1}) \leq \varepsilon \).
Algorithm 2  \textbf{Rank-One Functional PARAFAC Decomposition (FPD)}

1: Input: \( E, \Omega, \varepsilon, \Phi(n), \Lambda(n) \)
2: Initialize \( w^{(n)} \) for \( n = 1, 2, \ldots, N \), randomly; \( k = 0 \);
3: Normalize \( w^{(n)} \) as unit vectors; calculate \( y \) by (7);
4: \( y(k+1) \leftarrow \frac{1}{2} ||E_{\Omega} - gy||_{F}^2 + \frac{1}{2} g^2 \sum_{\Omega} w^{(n)} \Lambda w^{(n)}; \)
5: \textbf{repeat}
6: \( k \leftarrow k + 1; \)
7: Update \( w^{(n)} \) by solving (8) for all \( n \in \{1, 2, \ldots, N\} \);
8: Update \( y \) by (7);
9: \( y(k+1) \leftarrow \frac{1}{2} ||E_{\Omega} - gy||_{F}^2 + \frac{1}{2} g^2 \sum_{\Omega} w^{(n)} \Lambda w^{(n)}; \)
10: \textbf{until} \( y(k) - y(k+1) \leq \varepsilon \)
11: Output: \( gU \)

2.4. Efficient regularization matrix

In this section, we consider the regularization matrix \( \Lambda(n) \).

When we use the proposed two types of basis functions, the smoothness constraint of \( w^{(n)} \) may still be too weak. For example, fitting using only low-frequency cosine functions produces fringe patterns in the reconstructed images and the boundary of the B-spline basis is not continuous when we include zero- or first-order spline functions. To avoid this problem, we propose to apply a quadratic variation (QV) constraint for smoothing as follows:

\[
L_v(n) = \begin{pmatrix}
1 & -1 & & & \\
& & 1 & -1 & \\
& & & \ddots & \ddots \\
& & & & 1 & -1 \\
\end{pmatrix}
\]

where a matrix \( L_v(n) \in \mathbb{R}^{(I_v-1) \times I_v} \) is a smoothness constraint matrix typically defined as

\[
L_v(n) = \sum_{i=1}^{I_v-1} |u_v(n)(i) - u_v(n)(i+1)|^2 = \|L_v(n)w_v(n)\|_2^2
\]

The proposed two types of basis functions (B-spline and cosine) have \( \rho \) as a regularization parameter to have a large value in the early stage and relatively small values in the later stages. We set \( \rho_0 \) and \( \rho_{min} \), and update \( \rho \leftarrow \max(\rho_{min}, \nu \rho) \) in each deflation, where \( 0 < \nu < 1 \) (typically 0.95) controls the rate of decreasing \( \rho \). To implement this idea, we just insert the following update between the fifth and the sixth row in Algorithm 1:

\[
\Lambda(n) \leftarrow \max(\kappa^{k-1} \rho_0, \rho_{min}) \Phi(n) L(n) \Phi(n) \\Lambda(n)
\]

for all \( n \in \{1, 2, \ldots, N\} \). We call the proposed method as robust FPC (RFPC).

2.6. Convergence

We have established the local convergence property of our algorithm. First, the update rules for \( g, w^{(n)} \) in our method do not increase the objective function of (4) because both update rules are based on convex optimizations. Next, we have \( f(k+1) \leq f(k) \)

\[
f(k') = \|E_{\Omega} - gy_{k'}\|_F^2 + g^2 \sum_{\Omega} w^{(n)} \Lambda w^{(n)}
\]

taking into account that \( g^2 \sum_{\Omega} w^{(n)} \Lambda w^{(n)} \geq 0 \).

3. EXPERIMENTS

Ten benchmark (256x256x3) RGB color images shown in Fig. 1(A) were used in our experiments. First, we applied the proposed algorithms of FPC and RFPC to the ‘Lena’ image with various parameter settings for \( \rho \in \{0, 1, 10, 10^2, 10^3, 10^4\} \) and a number of basis functions for \#dimension \( \in \{2^3, 2^4, 2^5, 2^6, 2^7, 2^8\} \). Fig. 1(B) shows the results with \#dimension = 128 from the incomplete image with 90% missing ratio, and Fig. 1(C) shows the results of the peak signal-to-noise ratio (PSNR) for all parameter settings.

We can see that the performance of RFPC was more accurate than that of FPC with all settings of \( \rho \) for all settings of \#dimension, where we set \( \rho_{min} = 1000 \), \( \rho_{min} = 1 \), and \( \nu = 0.95 \) in RFPC. Next, we applied the state-of-the-art algorithms for matrix and tensor completion of LTVNN \cite{19}, HaLRTC \cite{5}, STDC \cite{15}, and FBCP-MP \cite{16} for all our benchmark images with various missing ratios \{60\%, 70\%, 80\%\}.
Fig. 1. Summary of experimental results: (A) test images, (B) completion results of various $\rho$’s and RFPC, (C) PSNR evaluation of the proposed methods for various settings, and (D) comparison with existing state-of-the-art methods.

80%, 90%, 95% (See Fig. 1(D)). Since ‘Facade’ and ‘House’ contain some non-smooth parts, the smoothness constraints produced some small errors of over-smoothing; however, the proposed algorithms outperformed all the existing methods significantly in the other eight images by a large margin.

4. DISCUSSION: NOVELTY AND EFFECTIVENESS

In Refs. [20, 21], models of FPD with Fourier series and B-spline basis functions were proposed. A penalized smooth PARAFAC decomposition model was proposed in [22, 23]. However, these algorithms cannot be applied for tensor completion with missing elements. In contrast, our model is designed for the completion problem to enforce the smoothness constraints by combining the functional and penalized approaches at the same time. A functional model reduces the number of parameters of a PD model, and the penalty term guarantees the smoothness of the component vectors, depending on the value of $\rho$. This allows us to adjust adaptively the smoothness levels by multiplying the scaling parameter $g^2$ and $\rho$ into the smoothness constraint terms.

The LTVNN algorithm [19] imposes the total variation penalty into an ‘output matrix itself.’ In Refs. [15, 16], some penalties based on prior information are applied; however, they are based on a different kind of assumptions, i.e., the individual component vectors are similar. For these reasons, our model and optimization algorithms are quite different from those described in the literature.

Our methods have two kinds of efficiency. First, our FPD model allows us to reduce the number of model parameters by $L_n/I_n$. This property is really helpful for dealing with a very large-scale data tensor. Second, the adaptive smoothness of our model plays a very important role in outperforming the other existing methods. In the case of completion with very high missing ratio, the uniqueness of the solution would be quite low. Since the values of the missing elements are constructed by adding the corresponding values of $gU$, the first term $gU$ with a large $g$ affects the results significantly. Note that an FPD model with a large $\rho$ gives a good overview of the approximation (see Fig. 1(B)); it is therefore a good idea to extract the smooth components first.

5. CONCLUSIONS

In this paper, we proposed an efficient algorithm for smooth tensor completion by applying functional and adaptive penalized smoothness. This algorithm has the advantages of computational cost and higher performance at the same time and also guarantees local convergence. The proposed RFPC algorithm outperformed the existing state-of-the-art algorithms by a large margin, which was confirmed by our extensive experiments.
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