ABSTRACT

Harmonic-percussive-residual (HPR) sound separation is a useful preprocessing tool for applications such as pitched instrument transcription or rhythm extraction. Recent methods rely on the observation that in a spectrogram representation, harmonic sounds lead to horizontal structures and percussive sounds lead to vertical structures. Furthermore, these methods associate structures that are neither horizontal nor vertical (i.e., non-harmonic, non-percussive sounds) with a residual category. However, this assumption does not hold for signals like frequency modulated tones that show fluctuating spectral structures, while nevertheless carrying tonal information. Therefore, a strict classification into horizontal and vertical is inappropriate for these signals and might lead to leakage of tonal information into the residual component. In this work, we propose a novel method that instead uses the structure tensor—a mathematical tool known from image processing—to calculate predominant orientation angles in the magnitude spectrogram. We show how this orientation information can be used to distinguish between harmonic, percussive, and residual signal components, even in the case of frequency modulated signals. Finally, we verify the effectiveness of our method by means of both objective evaluation measures as well as audio examples.

Index Terms—Harmonic-Percussive-Residual Separation, Structure Tensor, Spectrogram, STFT

1. INTRODUCTION

Being able to separate a sound into its harmonic\(^1\) and percussive component is an effective preprocessing step for many applications. Using the separated percussive component of a music recording for example can lead to a quality improvement for beat tracking\(^{[1]}\), rhythm analysis\(^{[2]}\) and transcription of rhythm instruments. The separated harmonic component is suitable for the transcription of pitched instruments and chord detection\(^{[2, 3]}\). Furthermore, harmonic-percussive separation can be used for remixing purposes like changing the level ratio between both signal components\(^{[4]}\), which may lead to an either “smoother” or “punchier” overall sound perception.

Recent methods for harmonic-percussive sound separation rely on the assumption that harmonic sounds have a horizontal structure in the magnitude spectrogram of the input signal (in time direction), while percussive sounds appear as vertical structures (in frequency direction). Ono et al. presented a method that first creates harmonically/percussively enhanced spectrograms by diffusion in time/frequency direction\(^{[5]}\). By comparing these enhanced representations afterwards, a decision if a sound is either harmonic or percussive could be derived. A similar method was published by Fitzgerald, where the enhanced spectrograms were calculated by using median filtering in perpendicular directions in-

\(^{1}\)While “Harmonic-Percussive-Residual Separation” is a common term, it is misleading as it implies a harmonic structure with sinusoids having a frequency of an integer multiple of the fundamental frequency. Even though the correct term should be “Tonal-Percussive-Residual Separation”, we will refer to the common term and “harmonic” instead of “tonal” throughout this paper for easier understanding and coherence with existing work.
stead of diffusion [6], which led to similar results while reducing the computational complexity. Inspired by the sines+transients+noise (S+T+N) signal model [7, 8, 9]—a framework that aims to describe the respective signal components by means of a small set of parameters—Fitzgerald’s method was then extended to harmonic-percussive-residual (HPR) separation in [10]. As audio signals often consist of sounds that are neither clearly harmonic nor percussive, this procedure captures these sounds in a third, residual component. While some of these residual signals clearly have an isotropic, neither horizontal nor vertical, structure (as for example noise), there exist sounds that do not have a clear horizontal structure but nevertheless carry tonal information and may be perceived as harmonic part of a sound. An example are frequency modulated tones like they can occur in recordings of violin playing or vocals, where they are said to have “vibrato”. Due to the strategy of recognizing either horizontal or vertical structures, the aforementioned methods are not always able to capture such sounds in their harmonic component. It is worth noting that a harmonic-percussive separation procedure based on non-negative matrix factorization that is capable of capturing harmonic sounds with non-horizontal spectral structures in the harmonic component was recently proposed in [11]. However it did not include a third residual component.

In this work, we propose a novel approach for HPR separation. Instead of searching only for strictly horizontal and vertical structures, our method calculates predominant orientation angles as well as the local anisotropy in the spectrogram by using the structure tensor known from image processing. The provided information about the orientation of spectral structures can then be used to distinguish between harmonic, percussive, and residual signal components by setting appropriate thresholds, see figure 1.

2. THE STRUCTURE TENSOR ON SPECTROGRAMS

The structure tensor [12, 13] is a well known tool in image processing where it is applied to grey scale images for edge and corner detection [14] or to estimate the orientation of an object. While the structure tensor has already been used for preprocessing and feature extraction in audio processing [15, 16], its robust orientation information has not been exploited so far in this scope.

We now revisit the mathematical basics of the structure tensor and interpret it in the context of audio processing. In the following, matrices and vectors are written as non-bold letters for notational convenience. Furthermore, the ($) operator is used to index a specific element. In this case the matrix or vector is written as a non-bold letter to show its scalar use.

2.1. Calculation of the spectrogram

In this work, we apply the structure tensor to the spectrogram representation of a discrete input audio signal $x \in \mathbb{R}^M$ with a sampling frequency of $f_s$. For the spectral analysis of $x$, the short-time Fourier-transform (STFT)

$$X(b, k) := \sum_{n=0}^{N-1} w(n)x(n + Hb) \exp(-i2\pi nk/N)$$

(1)

is used, where $X(b, k) \in \mathbb{C}$, $b$ denotes the frame index, $k$ the frequency index and $w \in \mathbb{R}^N$ is a window function of length $N$. $H \in \mathbb{N}$, $H \leq N$ represents the analysis hop size of the window. Note that since the STFT spectrum has a certain symmetry around the Nyquist point at $N/2$, we restrict our processing to $0 \leq k \leq N/2$, as the symmetry can be reconstructed during the inverse STFT.

Furthermore we calculate the real valued logarithmic spectrogram

$$S(b, k) = 20\log_{10}|X(b, k)| .$$

(2)

2.2. Calculation of the structure tensor

For the calculation of the structure tensor the partial derivatives of $S$ are needed. The partial derivative with respect to time index $b$ is given by

$$S_b = S * d$$

(3)

while the partial derivative with respect to frequency index $k$ is defined as

$$S_k = S * d^T$$

(4)

where $d$ is a discrete differentiation operator (for example, for central differences one could choose $d = [-1, 0, 1]/2$) and $*$ denotes the 2-dimensional convolution. Furthermore we define

$$T_{11} = (S_b \circ S_b) * G$$

$$T_{12} = T_{21} = (S_b \circ S_k) * G$$

$$T_{22} = (S_k \circ S_k) * G$$

(5)

(6)

(7)

where $\circ$ is the point wise matrix multiplication, also known as the Hadamard product and $G$ is a 2-D Gaussian smoothing filter having the standard deviation $\sigma_G$ in time index direction and $\sigma_k$ in frequency index direction. The structure tensor $T(b, k)$ is then given by a $2 \times 2$ symmetric and positive semidefinite matrix

$$T(b, k) = \begin{bmatrix} T_{11}(b, k) & T_{12}(b, k) \\ T_{21}(b, k) & T_{22}(b, k) \end{bmatrix}$$

(8)

The structure tensor contains information about the dominant orientation of the spectrogram at position $(b, k)$. Note that in the special case where $G$ is a scalar, $T(b, k)$ does not contain more information than the gradient at this position in the spectrogram. However in contrast to the gradient, the structure tensor can be smoothed by $G$ without cancellation effects, which makes it more robust against noise.

2.3. Calculation of angles and anisotropy measure

The information about the orientation for each bin in the spectrogram is obtained by calculating the eigenvalues $\lambda(b, k)$, $\mu(b, k)$ with $\lambda(b, k) \leq \mu(b, k)$ and the corresponding eigenvectors $\mathbf{v}(b, k) = [v_1(b, k), v_2(b, k)]^T$ and $\mathbf{w}(b, k) = [w_1(b, k), w_2(b, k)]^T$ of the structure tensor $T(b, k)$. Note that $\mathbf{v}(b, k)$, the eigenvector corresponding to the smaller eigenvalue $\lambda(b, k)$, is pointing into the direction of lowest change in the spectrogram at index $(b, k)$, while $\mathbf{w}(b, k)$ is pointing in to the direction of highest change. Thus, the angle of the orientation at a specific bin can be obtained by

$$\alpha(b, k) = \arctan\left(\frac{v_2(b, k)}{v_1(b, k)}\right) \in [-\pi/2; \pi/2].$$

(9)

In addition, a measure of anisotropy

$$C(b, k) = \begin{cases} \frac{\mu(b, k) - \lambda(b, k)}{\mu(b, k) + \lambda(b, k)}^2, & \mu(b, k) + \lambda(b, k) \geq \epsilon \\ 0, & \text{else} \end{cases}$$

(10)

with $\epsilon \in \mathbb{R}^{>0}$ can be determined for each bin. Note that $C(b, k) \in [0; 1]$. Values of $C(b, k)$ close to 1 indicate a high anisotropy of the spectrogram at index $(b, k)$, while a constant neighborhood leads to values close to 0. The threshold $\epsilon$, that defines a limit on what should be considered anisotropic, can be chosen to further increase the robustness against noise.
Some spectral structure that does not have a slope bigger or smaller than the instantaneous frequency change rate leads to an assignment to the harmonic component, in blue vertical lines to the percussive component, and in dotted green to the residual component.

2.4. Interpreting the angles and smoothing parameters

The physical meaning of angle $\alpha(b, k)$ can be understood by considering a continuous signal with a change of instantaneous frequency $\Delta f$ during a time interval $\Delta t$. Thus the instantaneous frequency change rate $R$ is denoted by

$$ R = \frac{\Delta f}{\Delta t}. $$

Considering sample rate, length and hop-size of the applied STFT analysis, a relation between the angles in the spectrogram and the instantaneous frequency change rate $R(b, k)$ for each bin can be derived by

$$ R(b, k) = \frac{f_s^2}{H N} \cdot \tan(\alpha(b, k)). $$(12)

Also the standard deviations of the smoothing filter $G$ in the discrete domain $\sigma_t$ and $\sigma_f$ can be converted to the continuous physical parameters $\sigma_t$ and $\sigma_f$ by

$$ \sigma_t = \frac{H}{f_s} \sigma_b, \quad \sigma_f = \frac{f_s}{N} \sigma_b. $$

3. HARMONIC-PERCUSIVE-RESIDUAL SEPARATION USING THE STRUCTURE TENSOR

Now, the information obtained via the structure tensor can be applied to the problem of HPR separation. Our goal is to classify each bin in the spectrogram as being part of either the harmonic, the percussive or the residual component of the input signal. As discussed in section 1, bins assigned to the harmonic components should belong to rather horizontal structures, while bins belonging to rather vertical structures should be assigned to the percussive component. Bins that do not belong to any kind of oriented structure should be assigned to the residual component. Intuitively, for a bin $(b, k)$ to be assigned to the harmonic component, it should satisfy two constraints. First, the absolute value of the angle $\alpha(b, k)$ should be smaller than some threshold $\alpha_h \in [0; \pi/2]$. This means, that the bin should be part of some spectral structure that does not have a slope bigger or smaller than $\alpha_h$. This way also frequency modulated sounds can be considered to be part of the harmonic component, depending on the parameter $\alpha_h$. Secondly, the measure of anisotropy $C(b, k)$ should support that the bin $(b, k)$ is part of some directed, anisotropic structure, and therefore exceeds a second threshold $c$. Note that for a given bin $(b, k)$, the angle $\alpha(b, k)$ together with the measure of anisotropy $C(b, k)$ define a point in $\mathbb{R}^2$ given in polar coordinates. Figure 2 depicts the subset of all points that lead to an assignment to the harmonic component (red regions). Similarly, we introduce another angle threshold $\alpha_p$ to define when a bin should be assigned to the percussive component (blue regions in figure 2). Finally, all bins that are assigned to neither the harmonic nor the percussive component are assigned to the residual component (green regions in figure 2).

This assignment process can be expressed by defining a mask for the harmonic component $M_h$, a mask for the percussive component $M_p$ and a mask for the residual component $M_r$. Note, that instead of using the thresholds $\alpha_h$ and $\alpha_p$ we define thresholds on the maximum absolute frequency change rate $r_h, r_p \in \mathbb{R}^{>0}$ with $r_p \geq r_h$ to give the choice of parameters a better physical interpretation. The masks are then given by:

$$ M_h(b, k) = \begin{cases} 1, & |R(b, k)| \leq r_h \land C(b, k) > c \\ 0, & \text{else} \end{cases} $$

$$ M_p(b, k) = \begin{cases} 1, & |R(b, k)| > r_p \land C(b, k) > c \\ 0, & \text{else} \end{cases} $$

Finally, the STFT of the harmonic component $X_h$, the percussive component $X_p$ and the residual component $X_r$ are obtained by

$$ X_h = M_h \odot X $$

$$ X_p = M_p \odot X $$

$$ X_r = M_r \odot X. $$

The corresponding time signals can then be calculated via the inverse STFT.

4. EVALUATION

To show the effectiveness of our proposed procedure in capturing frequency modulated sounds in the harmonic component, we compared our HPR method based on the structure tensor (HPR-ST) with the non-iterative method based on median filtering presented in [10] (HPR-M). Additionally, we also computed the metrics for the separation were set to $f_s=22050Hz, N=1024$ and $H=256$, using a sine window for $w$. The separation parameters for HPR-M were chosen as in the experiments performed in [10]. For our method, the structure tensor was calculated using the Scharr-Operator [17] as discrete differentiation operator $d$. The smoothing was performed using a $9 \times 9$ isotropic Gaussian filter with the standard deviations $\sigma_t=\sigma_f=1.4$ which leads to $\sigma_t \approx 16ms$ and $\sigma_f \approx 30Hz$. Finally, the thresholds for the separation were set to $c=20, e=0.2$ and $r_h=r_p=10000Hz/s$.

Note that by our choice of $r_h$ and $r_p$, even very steep structures in the spectrogram are assigned to the harmonic component. Our choice is motivated by observations about real world vibrato sounds as for example shown in figure 1. Here, you can see that at some instances the vibrato in the singing voice has a very high instantaneous frequency change rate. Furthermore, note that by choosing $r_h=r_p,$
Fig. 3. Comparison between the HPR-M and HPR-ST method for an excerpt of the synthetic input signal (item 1). For enhanced visibility the spectrograms were calculated with different STFT parameters than used for the separation algorithms.

4.2. Objective results

To compare the behavior of HPR-ST and HPR-M when applied to signals containing frequency modulated sounds, we generated two test items. Test item 1 consists of the superposition of purely synthetic sounds. The harmonic source was chosen to be a vibrato tone with a fundamental frequency of 1000Hz, a vibrato frequency of 3Hz, vibrato extent of 50Hz and 4 overtones. For the percussive source several impulses are used, while white noise represents the neither harmonic nor percussive residual source. Item 2 was generated by superimposing real world signals of singing voice with vibbrato (harmonic), castanets (percussive), and applause (neither harmonic nor percussive). Interpreting the HPR separation of these items as a source separation problem, we computed standard source separation evaluation metrics (Source to distortion ratio SDR, source to interference ratio SIR, and source to artifacts ratios SAR, as introduced in [18]) for the separation results of both procedures. The results are shown in table 1.

For item 1 HPR-ST yields a SDR of 21.25dB for the vibrato tone, and is therefore closer to the optimal separation result of IBM (29.43dB) than to the the separation result of HPR-M (11.51dB). This indicates that HPR-ST improves on capturing this frequency modulated sound in the harmonic component in comparison to HPR-M. This is also shown in figure 3, where the spectrograms of the harmonic components and the sum of the percussive and residual component computed for both procedures are plotted. It can be seen that for HPR-M the steep slopes of the vibrato tone leaked into the residual component (figure 3b+c), while HPR-ST (figure 3d+e) yields a good separation. This also explains the very low SIR values of HPR-M for the residual component compared to HPR-ST (-11.99dB vs. 14.12dB). Note that the high SIR value of HPR-M for the harmonic component only reflects that there are little interfering sounds from the other components, not that the sound of the vibrato is well captured as a whole. In general most of the observations for item 1 are less pronounced, but also valid for the mixture of real world sounds in item 2. For this item, the SIR value of HPR-M for the vocals even exceeds the SIR value of HPR-ST (20.83dB vs. 15.61dB). Again, the low SIR value for the applause supports that portions of the vibrato in the vocals leaked into the residual component for HPR-M (1.11dB) while the residual component of HPR-ST contains less interfering sounds (6.34dB). This indicates that our procedure was capable of capturing the frequency modulated structures of the vocals much better than HPR-M.

Additionally to this objective evaluation, we also set up an accompanying website for this paper at [19] where one can find the audio signals that were used in our experiments along with all separation results.

5. CONCLUSION AND OUTLOOK

In this paper, we have proposed a novel approach for the problem of HPR separation based on the structure tensor. We have shown how frequency modulated sounds that hold tonal information can be captured in the harmonic component of our procedure by exploiting the information about the orientation of spectral structures provided by the structure tensor. Finally, we evaluated the effectiveness of our procedure HPR-ST by comparing it to the state-of-art median filtering based method HPR-M presented in [10] by means of both objective evaluation measures as well as audio examples. For signals that contain frequency modulated tones, the novel HPR-ST method was shown to provide much better separation results compared to HPR-M. Note that even though research in image processing and computer vision has already brought several additions and enhancements for the structure tensor that could be applicable to the problem discussed in this work, we have restricted ourselves to the basic version to demonstrate the general functionality and usefulness of this approach for HPR separation. Consequently, we see a high potential in a further transfer of existing image processing research to improve the method presented in this paper in future work. Finally, we think that the structure tensor might not only be beneficial for the task of HPR separation, but may also find applications in other audio processing tasks such as singing voice detection [20].
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