Abstract—In this work, we describe some methods to generate zero autocorrelation Gauss integer sequences of arbitrary length. These methods can be combined with each other so that more choices can be made.

Index Terms—Gauss integer sequence, zero autocorrelation.

I. INTRODUCTION

RECENTLY the study of zero autocorrelation (ZAC) sequences, or perfect sequences, has become very popular, because these sequences play important roles in modern communication systems such as CDMA [1], [2] and OFDM [3]. In particular, due to arithmetic convenience, sequences with integer value or Gaussian integer value, which in the form of \( a + bi \) where \( a, b \in \mathbb{N} \), have been discussed many times [6], [8]–[10]. However, these methods all have some constraints. Hu’s method can only be applied when the period length \( N \) is even [6], Yang’s method can only be applied when the length is an odd prime [8], and in [10], the length can only be \( pq \) when \( p \) and \( q \) are twin primes. Although in [9], any arbitrary length of integer-valued ZAC sequences can be achieved, these sequences form a finite abelian group thus only a few number of sequences can be obtained.

When considering whether a sequence if ZAC or not, a smart way is to calculate its discrete Fourier transform (DFT). Benedetto [4] has proven that a sequence is ZAC if and only if its DFT is constant amplitude (CA). This property also gives us a guide to construct ZAC, by calculating in frequency domain and setting all values to be CA, then transform back to time domain to accomplish ZAC. In [9] Ramanujan’s sum is introduced to ensure that the result ZAC sequence is integer-valued. We will extend that work to Gaussian integer. Legendre symbol or sequence (LS) [11], [12] has a strong connection to quadratic Gauss sum, which is also a summation of complex roots of unity, like Ramanujan’s sum. The absolute value of Gauss sum is \( \sqrt{N} \) [7], [11], which is not always an integer, so we must add some terms. This method can compensate Yang’s because that method has only 3 different values. In [8], Yang has invited reader to attack the problem when \( N \) is an odd composite number. We accept the challenge and propose some methods to construct perfect Gaussian integer sequences, from the naïve zero padding and convolution, to decomposing \( N \) into different groups. A Concrete example is given as \( N = 15 \). Note that although \( N = 15 \) is a product of twin prime, our method is simpler and can generate more sequences than [10].

This paper is organized as follows. In Section II some new methods for prime length to get more sequences will be introduced. Combination of short prime length sequences into a larger, composite length will be revealed in Section III. Finally the conclusion is made in Section IV.

II. NOVEL METHODS FOR PRIME \( N \)

Although this problem has been solved, as Yang’s method can generate infinite number of ZAC sequences in gaussian integer, the limitations of that approach are:
1) The outcome has only 3 different values
2) The degree of freedom is only 2.

In this section we proposed two ways to compensate Yang’s method. Both of them use the property of Legendre Sequences, but the later can only be applied to \( 4k + 1 \) prime.

A. Using Legendre Sequence and Gauss Sum When \( N \) is Prime

Recall that when \( N \) is prime, Legendre symbol is defined as
\[
\left( \frac{n}{N} \right) = \begin{cases} 
1, & i f \: \exists \: x, x^2 \equiv n(\text{mod} N) \\
0, & n \equiv 0(\text{mod} N) \\
-1, & \text{otherwise}
\end{cases}
\]

And the Gauss sum is defined as
\[
G(k) = \sum_{n=0}^{N-1} \left( \frac{n}{N} \right) e^{-2\pi i nk/N}
\]

A well known result [5] is that
\[
G(k) = \begin{cases} 
\left( \frac{k}{N} \right) \sqrt{N}, & N \equiv 1(\text{mod} 4) \\
-\left( \frac{k}{N} \right) i\sqrt{N}, & N \equiv 3(\text{mod} 4)
\end{cases}
\]

In other words, the Fourier transform of Legendre Sequences is almost CA, with the only exception on \( k = 0 \), the first point. The amplitude is \( \sqrt{N} \) thus our goal is to find a Gaussian integer \( a \) and some integers \( b \), and \( c \) such that
\[
|a|^2 = b^2 + Nc^2 
\]

Then a sequence that
\[
f(n) = \left\{ \begin{array}{ll} 
\frac{a}{N} \sqrt{N}c + bi, & n = 0 \\
\frac{a}{N}, & n \neq 0
\end{array} \right.
\]

is CA, and the DFT of \( f(n) \) is ZAC in Gaussian integer. Before we prove this let’s see some tiny examples of \( N = 3 \) and \( N = 5 \).
Example II.1: For \( N = 3 \), the most trivial value we can choose is \( a = 2, b = 1, \) and \( c = 1 \). Thus
\[
f(n) = \left\{ 2, 1i + \sqrt{3}, 1i - \sqrt{3} \right\}
\]
\[
F(k) = \{ f(n) \} = \{ 2 + 2i, 2 - 4i, 2 + 2i \}
\]
As we can see, \( f(n) \) is CA and \( F(k) \) is with Gaussian integer value. This example shows us \( a \) does not necessary to be complex.

Example II.2: \( N = 3 \). Let’s try a non-trivial value \( c = 2, b = 5, a = 6 + 1i \)
\[
f(n) = \left\{ 6 + 1i, 5i + 2\sqrt{3}, 5i - 2\sqrt{3} \right\}
\]
\[
F(k) = \{ 6 + 11i, 6 - 10i, 6 + 2i \}
\]
From this example we can get a very different result from the previous one. Note that \( a \) has three alternatives \( 6 - 1i, 1 + 6i, \) and \( 1 - 6i \). They all give us different ZAC sequences.

Example II.3: \( N = 5, c = 1, b = 0, a = 2 + 1i \)
\[
f(n) = \left\{ 2 + 1i, \sqrt{5}, -\sqrt{5}, -\sqrt{5}, \sqrt{5} \right\}
\]
\[
F(k) = \{ 2 + 1i, 7 + 1i, -3 + 1i, -3 + 1i, 7 + 1i \}
\]
There are various way to construct infinite triples \((a,b,c)\) satisfied (1). Let \( a = a_r + ia_i \), where \( a_r, a_i \) are integers. If we choose \( c = 0 \), clearly the (1) will reduce to \( a^2_r + a^2_i = b^2 \), and it has infinite solutions. If \( N \) is odd, we can choose any odd \( c \) and any even \( a_r \). Now (1) becomes
\[
a^2_r + a^2_i = b^2 + Nc^2
\]
\[
\Rightarrow a^2_r - b^2 = Nc^2 - a^2_i
\]
Since \( N \) and \( c \) are odd and \( a_r \) is even, \( Nc^2 - a^2_i \) must be odd. Let \( Nc^2 - a^2_i = 2k + 1 \), then we can use \( a_i = k + 1 \) and \( b = k \). Similarly for any even \( c \) and odd \( a_r \), we can find proper \( a_i \) and \( b \) by the same trick.

We complete this subsection by proving the claim that \( F(k) \) is ZAC with Gaussian integer value.

Proof: Since \( f(n) \) is CA by definition, thus \( F(k) \) is ZAC by [4]. To prove they are all Gaussian integer, we actually give \( F(k) \) a closed form. If \( N = 1 (mod 4) \)
\[
F(k) = \left\{ \begin{array}{l}
a + (N-1)bi, \quad k = 0 \\
a + \left( \frac{k}{2} \right) Nc - bi, \quad k \neq 0 
\end{array} \right.
\]
If \( N = 3 (mod 4) \)
\[
F(k) = \left\{ \begin{array}{l}
a + (N-1) bi, \quad k = 0 \\
a - \left( \frac{k}{2} \right) Nci - bi, \quad k \neq 0
\end{array} \right.
\]
Either case the \( F(k) \) is in Gaussian integer value since \( a \) is Gaussian integer and \( b, c \) are integers.

B. Using GLS when \( N \) is \( 4k + 1 \) prime

When \( N \) is \( 4k + 1 \) prime, there is another way to increase the degree of freedom by using Generalized Legendre Sequences (GLS) [11]–[13]. GLS are originally applied to construct the eigenvectors of discrete Fourier transform (DFT) and generate a complete \( N \)-dimensional orthogonal basis [13], because they have the property that their Fourier transform is their conjugate multiply a constant whose absolute value is \( \sqrt{N} \). All the values except the first one of GLS lies on unit circle, and when \( N = 4k + 1 \) we can choose the ones which only contains \( \{1, i, -1, -i\} \), in order to bound the sequences in gaussian integer. The detail steps is described as follows:

1) Choose a GLS \( x \) where the first value is 0 and the rest only contain \( \{1, i, -1, -i\} \).
2) Take DFT of \( x \). Now we have a sequence \( y \) that the first value is still 0, but the absolute value of rest all equal to \( \sqrt{N} \).
3) The first value of \( y \) can then be chosen by a Gaussian integer \( a + bi \) satisfying \( a^2 + b^2 = N \), which always exists by Fermat's theorem. Now the sequence is constant amplitude.
4) The DFT of \( y \) is a ZAC with Gaussian integer.

It is easy to prove this sequence is really in Gaussian integer. Define
\[
\delta(n) = \left\{ \begin{array}{ll}
1 & n = 0 \\
0 & n \neq 0
\end{array} \right.
\]
The sequence is actually
\[
DFT \{ \{ y(n) \} + (a + bi)\delta(n) \} = Nx(N-n) + a + bi
\]
where \( N, a, b, \) and all value in \( x \) are with Gaussian integer, so will be the sequence.

As a concrete example, assume \( N = 13 \) and we choose a GLS \( x \)
\[
x = \{0, 1, -i, 1, -1, -i, -i, i, 1, -1, i, -1\}
\]
And we choose \( a + bi = 3 + 2i \) since \( 3^2 + 2^2 = 13 \). Thus the ZAC sequence is
\[
Nx(N-n) + a + bi = 13 \times \{0, -1, -i, -1, 1, i, -1, -i, 1, i\} + 3 + 2i
\]
\[
= \{3 + 2i, -10 + 2i, 3 + 15i, -10 + 2i, 16 + 2i, 3 + 15i, 3 + 15i, -11i, 3 - 11i, -10 + 2i, 16 + 2i, 3 - 11i, 16 + 2i\}
\]
This idea of this method can be extended by multiplying an integer or a Gaussian integer in step 2, and then we can have more choices in step 3. Let the length \( N = a^2 + b^2 \), then we can find an integer or a Gaussian integer \( c, s \), satisfying \( s = \sqrt{c^2 + d^2} \) with some integer \( c \) and \( d \), and multiply this number to the GLS. The choices in step 3 can be doubled because
\[
(a^2+ib^2)(c^2+id^2) - (ad+bc)^2 + (ac-bd)^2 - (ad-bc)^2 + (ac+bd)^2
\]
Thus by multiply different \( c + di \) we can get different ZAC sequences. This gives us infinite choices.

For instance, if \( N = 13 \), originally we can only choose \( a + bi \) \( = \{3 + 2i, 3 - 2i, 2i, 2 + 3i, 2 - 3i\} \). When we multiply the GLS by \( s = 5 = \sqrt{26} + 4i \), then in step 3 we have to find \( a + bi \) such that \( a^2 + b^2 = 25 \times 13 = 325 \), so the choices we have now are:
\[
\{15 + 10i, 15 - 10i, 10 + 15i, 10 - 15i\}
\]
which are the original ones multiplied by 5, and
\[
\{17 + 6i, 17 - 6i, 6 + 17i, 6 - 17i\}
\]
since \( 17^2 + 6^2 \) is also 325. Similarly, when we multiply the GLS by \( s = 2 + i \), we have to find \( a + bi \) such that \( a^2 + b^2 = 5 \times 13 = 65 \), so the choices we have now are:
\[
\{4 + 7i, 4 - 7i, 7 - 4i, 7 + 4i, 8 - i, 8 + i, 8 + i, 8 - i\}
\]
where four of them are the original ones multiplied by \( 2 + i \).
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In summary, when \( N \) is a prime, LS can help us construct many interesting ZAC sequences in Gaussian integer. If \( N \) is a prime, then we can further use GLS to construct more.

### III. Generating Infinite Sequences for Arbitrary Length

In [9] a method for generating integer ZAC in arbitrary length \( N \) is proposed, but the drawback of that method is it can only generate a few number of sequences. On the other hand, in Section II we proposed methods using LS or GLS to obtain finite number of sequences, but it can only applied to prime length. In this section we will introduce some methods to combine the sequences. Thus we can take the advantages of both sides, and get infinite number of sequences in arbitrary length.

#### A. Zero Padding and Convolution

First consider we factorize \( N \) to be \( pq \), where \( \text{gcd}(p, q) = 1 \). We will take \( N = p^m \) in next subsection. The simplest way to construct ZAC is by following these steps.

1) Take a ZAC from \( p \) and \( q \).
2) Interpolate \( q - 1 \) and \( p - 1 \) zeros to these signals to get two signals of length \( N \).
3) Convolution these two signals, then we get a ZAC.

Before we prove the claim, let see an example first.

**Example III.1:** Let \( p = 3 \) and \( q = 5 \), reuse the examples in our previous section. Take

\[
F_3(k) = \{6 + 11i, 6 - 10i, 6 + 2i\}
\]

\[
F_5(k) = \{2 + 1i, 7 + 1i, -3 + 1i, -3 + 1i, 7 + 1i\}
\]

And by Step2 we get

\[
F_{3,15}(k) = \{6 + 11i, 0, 0, 0, 0, 6 - 10i, 0, 0, 0, 0, 6 + 2i, 0, 0, 0, 0\}
\]

\[
F_{5,15}(k) = \{2 + 1i, 0, 0, 0, 7 + 1i, 0, 0, -3 + 1i, 0, 0, -3 + 1i, 0, 0, 7 + 1i, 0, 0\}
\]

And finally we can convolve these two signals and get

\[
F_{15}(k) = \{1 + 28i, -20 + 0i, 52 - 64i, 31 + 83i, -20 + 0i, 22 - 14i, -29 + 27i, 40 + 20i, 52 - 64i, -29 + 27i, 10 + 10i, -8 + 36i, 31 + 83i, 40 + 20i, -8 + 36i\}
\]

which is ZAC with Gaussian integer.

The proof is very easy. It is based three trivial facts.

1) After zero padding, the new signal is still ZAC.
2) Convolution of two signals with Gaussian integer is still a signal with Gaussian integer.
3) If \( f_1 \) and \( f_2 \) is ZAC, then \( f_1 \ast f_2 \) is also. For details see [9]. The zero padding method can also be used to generate 2 Gaussian integer signals such that their cross-correlation has many zeros, as in this example, \( F_{15} \) and \( F_{5,15} \). Recall that the cross-correlation of two signal \( f_a \) and \( f_b \) can be defined as

\[
\text{con}j(f_a(-n)) \ast f_b(n)
\]

So the cross-correlation of \( F_{15} \) and \( F_{5,15} \) is

\[
\text{con}j(F_{5,15}(-n)) \ast F_{15} = \text{con}j(F_{5,15}(-n)) \ast (F_{5,15} \ast F_{3,15})
\]

\[
= K \delta(n) \ast F_{3,15} = K F_{3,15}
\]

The last equation is due to the ZAC property of \( F_{5,15} \). Thus the cross-correlation of these two signals will be \( F_{3,15} \), which has 12 zeros.

#### B. Duplicate LS when \( N = p^l \)

When \( \text{gcd}(p, q) > 1 \), the zero padding method fails to generating “full” ZAC sequences. In other words, those ZAC sequences will have many zeros in them. In this section we will fix this problem by revisiting LS. We assume \( N = p^l \) in this subsection because when \( N = p_1^{l_1} p_2^{l_2} \ldots \), we can use zero padding method and devise \( N = N_1 N_2 \ldots \), where \( N_1 = p_1^{l_1}, N_2 = p_2^{l_2} \), etc. Since in [6] the even case has been solved, we assume \( p > 2 \).

Recall that in the theory of DFT, the signal duplicated \( m \) times will transform into a zero padding spectrum multiplied by \( m \). For example,

\[
f_a(n) = \{2, 1, 1, 1, 2, 1, 1\}
\]

\[
f_a(k) = \{4, 1, 1, 1, 2, 1, 1\}
\]

\[
f_{a}(k) = \{12, 0, 0, 3, 0, 0, 3, 0, 0\}
\]

As we can see the \( F_a \) is actually the zero padding version of \( F_a \) multiplied by 3.

Now we describe our method as follows.

1) Let \( d(n) \) be the LS duplicate \( p^{-1} \) times.
2) Find \( a, b, \) and \( c \) satisfying (1).
3) Then

\[
f^{(l)}(n) = \begin{cases} \frac{\text{gcd}(n, N)}{f^{(l-1)}(n/p)}, & \text{if } \text{gcd}(n, N) = 1 \\ \frac{\text{gcd}(n, N)}{f^{(l-1)}(n/p)}, & \text{otherwise} \end{cases}
\]

is CA, and the DFT of \( f(n) \) is ZAC in Gaussian integer. Note that this is a recursive definition while \( f^{(1)} \) is the same as (2). The proof is similar to the \( N = p \) case so it is omitted here. To illustrate the idea, let’s see an example.

**Example III.2:** Let \( N = 3^2 \), and \( c = 2, b = 5, a = 6 + 1i \), since \( d(n) \) is

\[
d(n) = \{0, 1, -1, 0, 1, -1, 0, 1, -1\}
\]

The first iteration gives us

\[
\{0, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, 0, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, 0, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i\}
\]

Now second (final) iteration eliminates the remaining zeros.

\[
f(n) = \{6 + 1i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, -2\sqrt{3} + 5i, -2\sqrt{3} + 5i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i\}
\]

\[
F(k) = \{6 + 41i, 6 - 10i, 6 + 2i, 6 - 22i, 6 - 10i, 6 + 2i, 6 + 14i, 6 - 10i, 6 + 2i\}
\]

As this example points out, these steps are just eliminating zeros. So in this sense we have many degrees of freedom. For instance, we can change the sign of \( b \) in second iteration, or use \( 6 + 1i, 1 - 6i, 1 - 6i \) to fill up the three zeros

\[
f(n) = \{6 + 1i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, -1 - 6i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i, -1 - 6i, 2\sqrt{3} + 5i, -2\sqrt{3} + 5i\}
\]

\[
F(k) = \{8 + 19i, 5 + 7i, 5 + 7i, 8 - 44i, 5 + 7i, 5 + 7i, 8 - 8i, 5 + 7i, 5 + 7i\}
\]

One final words on duplicated LS is that they are actually a special case of GLS.
C. Factorize $N$ and Prime-Factor Algorithm

The methods of zero padding and duplicated LS are very simple and might be useful enough for many applications, but theoretically more things can be done. Recall that DFT of size $N = N_1 N_2$ can be done by taking DFT of size $N_1$ and $N_2$ separately [14], if $gcd(N_1, N_2) = 1$, this property opens a door for us to divide the signal into several groups, and make sure the following ZAC condition holds

1) They are CA.
2) Each of them will transform to Gaussian integer.

For example, if $N = 6$ we rewrite our one dimension signal $f(n), n = 0, 1, 2, \ldots, 5$ into

\[
\begin{bmatrix}
  f(0) & f(3) \\
  f(2) & f(5) \\
  f(4) & f(1)
\end{bmatrix}
\]

(3)

The original 6-point DFT is equivalent to perform a 3-point DFT to each column and then 2-point DFT to each row. We do not worry about 2-point DFT since it transforms Gaussian integer into Gaussian integer, so if we ensure the outcome of 3-point DFT is Gaussian integer, then the result will be also. The zero padding method is actually a special case that makes (3) a rank 1 matrix, since the method is equivalent to the outer product of two CA signals. As we have discussed in Section II, LS can also be used to satisfy the condition, we will show an example later.

In general, when given an arbitrary length $N$, the procedures to generate ZAC sequence in Gaussian integer are

1) Divide $n = 0, 1, 2, \ldots, N - 1$ into groups $S_d$, where

\[S_d = \{ n \mid gcd(n, N) = d \}\]

2) For each group, use LS or GLS to ensure ZAC condition holds

3) Take DFT

Example III.3: The factors of 15 is 1, 3, 5, 15. So we divide our signal into 4 groups

\[
\begin{bmatrix}
  f(0) & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  f(3) & 0 & 0 \\
  f(6) & 0 & 0 \\
  f(9) & 0 & 0 \\
  f(12) & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
  0 & f(5) & f(10) \\
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & f(8) & f(13) \\
  0 & f(11) & f(1) \\
  0 & f(14) & f(4) \\
  0 & f(2) & f(7)
\end{bmatrix}
\]

We consider the last term first. There are totally 4 GLS can be applied, namely

\[
\begin{bmatrix}
  6 & 0 & 0 \\
  6 & 1 & 1 \\
  6 & 0 & 1 \\
  6 & 1 & 1 \\
  0 & 6 & 0 \\
  0 & 1 & 1 \\
  0 & 0 & 1 \\
  0 & 1 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
  0 & 0 & 0 \\
  0 & 1 & 1 \\
  0 & 1 & 1 \\
  0 & 1 & 1 \\
  0 & 0 & 0 \\
  0 & 0 & 1 \\
  0 & 1 & 1 \\
  0 & 1 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
  6 & 0 & 0 \\
  6 & 1 & 1 \\
  6 & 0 & 1 \\
  6 & 1 & 1 \\
  0 & 6 & 0 \\
  0 & 1 & 1 \\
  0 & 0 & 1 \\
  0 & 1 & 1
\end{bmatrix}
\]

One can notice that they are actually outer product of LS (or all one, which is GLS) of length 5 and 3. If we take DFT now, the first will have integer gain, as it is Ramanujan’s Sum. The second will have a $\sqrt{3}i$ gain, the third will have $\sqrt{5}$, and the last will have $\sqrt{15}i$.

Here is the critical point. In theory our choices for $f(1)$ may be in the form of

\[a_1 + b_1 i + c_1 \sqrt{3} + d_1 \sqrt{3}i + e_1 \sqrt{5} + g_1 \sqrt{5}i + h_1 \sqrt{15} + k_1 \sqrt{15}i\]

but we shall remember that we are constructing CA, so

\[f(1) = |f(0)| = |f(3)| = f(5)\]

where $f(0)$ should be in the form of $a + bi$, $f(3)$ should be in the form of

\[a_3 + b_3 i + r_3 \sqrt{3} + g_3 \sqrt{3}i\]

and $f(5)$ should be in the form of

\[a_5 + b_5 i + c_5 \sqrt{3} + d_5 \sqrt{3}i\]

In practice we can use outer product instead of finding integers to satisfy constraints all of the above. But here we are giving an example to demonstrate that the solution exists and is not that hard to find. Since

\[61 - 6^2 + 5^2 - 1 + 2^2 \times 15 - 7^2 + 2^2 \times 3 - 4^2 + 3^2 \times 5\]

One possible outcome is

\[
\begin{bmatrix}
  6 & 43i \\
  21 & 13i \\
  -9 & 13i \\
  21 & 13i
\end{bmatrix}
\]

is in Gaussian integer. And this is not a rank 1 matrix.

IV. Conclusion

We propose several methods to generate zero autocorrelation sequences in Gaussian integer. If the sequence length is prime number, we can use Legendre symbol and provide more degree of freedom than Yang’s method. If the sequence is composite, we develop a general method to construct ZAC sequences. Zero padding is one of the special cases of this method, and it is very easy to implement.
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