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ABSTRACT
Time-to-market and implementation cost are high-priority considerations in the automation of digital hardware design. Nowadays, digital signal processing applications are implemented into fixed-point architectures due to its advantage of manipulating data with lower word-length (WL). Thus, floating-point to fixed point conversion is mandatory. However, this conversion is translated into optimizing the integer word length (IWL) and fractional word length (FWL). Optimizing the IWL can significantly reduce the cost when the application is tolerant to a low probability of overflows. In this paper, we propose a new IWL optimization algorithm that exploits selective simulation technique to reduce both the implementation cost and optimization time. The efficiency of the algorithm is illustrated through experiments, where 17 to 22 % of cost reduction with respect to interval arithmetic and acceleration factor up to 617 with respect to classical max-1 algorithm are reported.

Index Terms— Fixed-point arithmetic, overflow, fixed-point simulation acceleration, fixed-point optimization.

1. INTRODUCTION

DSP applications implemented in most embedded systems are severely constrained by cost, area, power and execution time. Using fixed-point arithmetic allows satisfying such constraints thanks to its ability in manipulating data with lower WL compared to floating-point arithmetic. Thus, DSP algorithms are implemented into fixed-point architectures and floating-point to fixed-point conversion is mandatory. The appearance of High Level Synthesis tools [1, 2] that generate the hardware directly from an abstract C-like code makes this conversion one of the most time consuming part in the hardware design. Thus, time-to-market reduction requires efficient tools to automate the fixed-point architecture synthesis.

The conversion process is an optimization problem [3] divided into two parts corresponding to the determination of the IWL and the FWL. Most of the work is focused on optimizing the FWL while satisfying the accuracy constraint. Nevertheless, optimizing the IWL can significantly decrease the implementation cost when a slight degradation of the application performance is acceptable [4]. Indeed, many applications are tolerant to overflows if the probability of overflow occurrence is low enough.

The IWL optimization is based on determining the data dynamic range. Static analysis methods based on interval arithmetic [5] or affine arithmetic [6] guarantee no overflow. However, they are pessimistic and lead to implementation over-cost. In [7], a combination of statistical approaches, as in [8], and analytical approaches is proposed to determine the dynamic range and the saturation mode. Their aim is to overcome pessimistic results associated with analytical approaches. However, this approach does not provide any information on the overflow occurrence. However, implementation cost can be improved by minimizing the IWL if low probability of overflow occurrence is acceptable. In this context, different techniques have been proposed to determine the probability density function of any type of data. They allow determining the dynamic range for a given overflow occurrence probability. These techniques are based on Extreme Values Theory [9, 10, 11] or stochastic approaches like Karhunen-Loeve expansion [12, 13] and Polynomial Chaos Expansion [14]. However, establishing the link between the application quality criteria and overflow occurrence probability is not trivial in general case. Intuitively, simulation based methods [15, 16, 17] are used to evaluate overflow effects on application quality for fixed-point systems. Although simulations can be performed on any kind of system, they are time consuming and require large number of samples to obtain accurate analysis. This results in a serious limitation on the applicability of simulation based methods.

In this paper, the determination of the IWL for each data is modelled as an optimization problem and a new IWL optimization algorithm is proposed. This algorithm efficiently exploits selective simulation based technique used to evaluate the effects of overflow on application quality criteria. On one hand, this technique accelerates the simulation of overflow effect analysis used in the optimization process. On the other hand, the proposed algorithm reduces the implementation cost by optimizing the IWL. The efficiency of the proposed algorithm is illustrated through experiments. The rest of the paper is organized as follows. The IWL determination process is modelled as an optimization process in Section 2. In Section 3 the technique used to evaluate the overflow effects is summarized and the proposed optimization algorithm is detailed. Experiments and results are presented in Section 4. Finally, Section 5 draws conclusions.

2. WORD-LENGTH OPTIMIZATION PROBLEM

Optimizing the WL in fixed-point systems is essential to control the overflow occurrence and minimize implementation cost. Classical metrics for calculating implementation cost are area, clock period, latency and power consumption. The optimization process aims at minimizing the implementation cost \( C \) while the application quality \( \lambda \) is greater than a minimal value \( \lambda_{min} \)

\[
\min (C(w_d)) \quad \text{subject to} \quad \lambda(w_a) > \lambda_{min} \quad (1)
\]

where \( w_d \) is a N-length vector containing the word-length of each data.

Fixed-point conversion aims at choosing a fractional part word-length \( w_f \) that serves a sufficiently large computation accuracy for the application and an integer part word-length \( w \) that limits overflow occurrence. To determine the data word-length \( w_d = w + w_f \),
a trade-off between high computation accuracy and overflow occurrence has to be investigated.

In classical fixed-point conversion techniques, the integer part word-length is computed so that no overflow occurs. Thus, determining the data word-length is split into two steps. First, the dynamic ranges of the different data are evaluated to determine the number of bits of the integer part. Second, the number of bits of the fractional part is optimized such that the quantization noise, due to the finite word-length, is sufficiently low to maintain the application quality.

In advanced fixed-point conversion techniques, the aim is to optimize both the IWL and the FWL. To obtain reasonable complexity for the fixed-point conversion, the process of IWL and FWL determination are handled separately. For determining the IWL, the problem can be expressed as follows

$$\min (C(w + \tilde{w}_f)) \text{ subject to } \Delta \lambda(w) < \Delta \lambda_{\text{max}} \quad (2)$$

where $\Delta \lambda$ is the application quality degradation due to overflow and $\Delta \lambda_{\text{max}}$ is the maximum acceptable quality degradation.

The calculation of the cost requires the knowledge of the global word-length $w_k$. Thus, the fixed-point conversion process is decomposed into three steps. First, the data dynamic range is evaluated with interval arithmetic or affine arithmetic guaranteeing no overflow occurrence. This step gives a maximum value $w_f^{IA}$ for each IWL. Second, $\tilde{w}_f$ is obtained by optimizing the FWL while using $w_f^{IA}$ as IWL. Third, the IWL is optimized with the approach presented in Section 3 and $\tilde{w}_f$ is used as FWL.

### 3.3. Initial solution determination

The aim of the initial phase is finding a starting solution for the construction phase. This phase starts with the solution obtained with $w_f^{IA}$ as IWL. Then a local search using Tabu search algorithm is applied to refine the solution in the third phase. At each iteration, the best direction is selected and the corresponding variable is modified to converge into an optimized solution.

In this procedure, the application quality degradation due to overflow $\lambda(w)$ is evaluated many times. Thus, a time efficient technique is required to accelerate this evaluation. In Subsection 3.1, our technique to evaluate the degradation due to overflow is presented.

#### 3.1. Overflow effect evaluation

The overflow effect evaluation can be thought of as a technique for simulation acceleration by using selective simulations. The application C source of the system under test (SUT) is instrumented to collect information and simulate overflow effects by using overloading concept associated with C++ object-oriented language. The analysis of overflow effects on application quality criteria consists of three main tasks described below.

**Index classification:** In this step the indices of potential overflow for each variable $v$ are identified. The index $n$ for potential overflow is stored in the structure $T$ if the value $v(n)$ is closed to the extreme values obtained with interval arithmetic.

**Initial phase**

- $w \leftarrow w_f^{IA}$
- for all $1 \leq k \leq N$ do
  - while $P_{\text{ov}}(w) = 0$ do
    - $w_k = w_k - 1$
  - end while
  - $w_k^{\text{init}} = w_k + 1$
- end for

**Selective simulation:** In this step, the SUT is simulated only for the different indices of $L_{\text{sim}}$. No overflow occurs for the indices not included in $L_{\text{sim}}$ and the output of the reference simulation is used. Intuitively, selective simulation will accelerate the overflow effect analysis, especially in the case of limited overflow occurrence.

**Algorithm 1 Initial phase**

<table>
<thead>
<tr>
<th>$w \leftarrow w_f^{IA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>for all $1 \leq k \leq N$ do</td>
</tr>
<tr>
<td>while $P_{\text{ov}}(w) = 0$ do</td>
</tr>
<tr>
<td>$w_k = w_k - 1$</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>$w_k^{\text{init}} = w_k + 1$</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>
3.3. Construction and refinement phases

The construction phase is based on a steepest descent greedy algorithm (max-1 bit), i.e. the IWL of each variable is reduced while satisfying the performance criterion. Starting from \( w^{\text{opt}} \), this phase allows obtaining a sub-optimal solution. Then, a refinement around this solution is applied to improve the quality of the solution in the refinement phase. This phase is carried out with a Tabu-search algorithm, a heuristic procedure for finding good solutions of combinatorial optimization problems [19]. The combination of greedy algorithm and Tabu search may achieve better local search and avoid unnecessary movements [20]. The proposed algorithm for construction and refinement phases is presented in Algorithm 2.

3.3.1. Criterion for direction selection

At each iteration of the algorithm, the IWL of specific variable is modified to move toward the final solution. To select the best direction, a criterion has to be defined. We consider a criterion that computes the gradient of the application quality as follows

\[
f^\lambda (w_k^\pm, w_k) = \frac{\lambda (w_k^\pm) - \lambda (w_k)}{\|w_k^\pm - w_k\|} \quad (3)
\]

where \( w_k = [w_0, \ldots, w_k, \ldots w_{N-1}] \) and \( w_k^\pm = [w_1, \ldots, w_k + d, \ldots w_{N-1}] \). The term \( d \) represents the direction and is equal to 1 for middle ascent algorithm (min+1) and -1 for steepest descent algorithm (max-1). Thus, \( w_k + d \) corresponds to the previous or next value of \( w_k \).

To improve the decision of the best direction selection, the cost due to the IWL modification is taken into account. This will give a good trade-off between the implementation cost and the application quality. The new criterion selects the direction which minimizes the cost increase and maximizes the application quality increase as follows

\[
f^\lambda/C (w_k^\pm, w_k) = \frac{\lambda (w_k^\pm) - \lambda (w_k)}{C(w_k^\pm) - C(w_k)} \quad (4)
\]

3.3.2. Algorithm description

At each iteration, the procedure moves to one of the neighbourhood of the current solution \( w \) according to the value of \( d \). The Tabu list \( T \) is the set of variables no longer used. This list is updated at each iteration to avoid useless or infinite loops. The next position of \( w \) for each variable \( k \) not belonging to \( T \) is calculated in line 6 of Algorithm 2. Let \( W_k \), be the set of valid values for the variable \( k \). If the next position \( w_k^\pm \) does not belong to \( W_k \) or leads to an overflow probability greater than the maximum value \( P_{\text{ovf}}^{\text{max}} \), the variable \( k \) is added to the Tabu list \( T \) as shown in line 8. The advantage brought by this condition is the ability to calculate the number of overflow occurrence in the IS step as shown in Figure 1. Thus, simulations are avoided when the overflow occurrence is too high, which results in a gain of time. If the movement is valid, the criteria for direction search associated with this variable is evaluated.

The line 13 verifies that the set \( T \) is not complete. Then in lines 14 to 29, the variable leading to the best direction is selected. Depending on the selected direction, its IWL is increased or decreased by one bit. When \( \Delta \lambda(w) \) exceeds the constraint \( \Delta \lambda_{\text{max}} \), the direction \( d \) is reversed. The iterative process stops when the set \( T \) is complete.

Algorithm 2 Tabu search in word-length optimization

1: \( T \leftarrow \emptyset \) \quad \{Empty list of tabu variables\}
2: \( w^{\text{opt}} \leftarrow \emptyset \)
3: \( d \leftarrow -1 \) \quad \{set the direction for steepest descent\}
4: while \( |T| < N \) do
5: \hspace{1em} for all \( 1 \leq k \leq N \) do \{calculate criterion\}
6: \hspace{2em} \( w_k^\pm = w_k + d \)
7: \hspace{2em} if \( P_{\text{ovf}}(w_k^\pm) > P_{\text{ovf}}^{\text{max}} \lor w_k^\pm \notin W_k \) then
8: \hspace{3em} \( T \leftarrow T \cup \{k\} \)
9: \hspace{2em} else
10: \hspace{3em} \( \Delta \lambda(w_k) = f_C(w_k^\pm, w_k) \)
11: \hspace{2em} end if
12: end for
13: if \( |T| < N \) then
14: \hspace{1em} \( j \leftarrow \arg \max \Delta \lambda_k \) \quad \{Steepest descent alg.\}
15: \hspace{2em} \( w_j \leftarrow w_j + 1 \)
16: \hspace{2em} if \( \Delta \lambda(w) \leq \Delta \lambda_{\text{max}} \) then
17: \hspace{3em} \( d \leftarrow -1 \)
18: \hspace{3em} \( T \leftarrow T \cup \{j\} \)
19: \hspace{2em} end if
20: \hspace{1em} else
21: \hspace{2em} \( j \leftarrow \arg \min \Delta \lambda_k \) \quad \{Middle ascent alg.\}
22: \hspace{2em} \( w_j \leftarrow w_j + 1 \)
23: \hspace{2em} if \( \Delta \lambda(w) > \Delta \lambda_{\text{max}} \) then
24: \hspace{3em} \( d \leftarrow -1 \)
25: \hspace{2em} end if
26: \hspace{2em} end if
27: end if
28: end if
29: end while
30: \( w^{\text{opt}} \leftarrow w \)
31: return \( w^{\text{opt}} \)

4. EXPERIMENTS AND RESULTS

4.1. Experiment results

The proposed algorithm can be applied on any application described with a C code. For the experiments, an OFDM (Orthogonal Frequency-Division Multiplexing) receiver is considered. The proposed approach is applied on the FFT part, which is a high computational part and the most challenging module in the receiver [21].

The radix-2 64-point FFT is implemented with 6 stages carrying-out the butterfly operations. In these experiments, the effect of overflow is considered for the output of the 6 stages.

The energy consumption metric is used for calculating the implementation cost \( C \). A library of characterized operators for FPGA target [22] is used to compute the cost according to the word-length \( w_d \). The performance degradation is evaluated through the Bit Error Rate (BER) degradation \( \Delta \text{BER} \) defined as follows

\[
\Delta \text{BER} = \frac{\text{BER}_{\text{out}} - \text{BER}_{\text{ref}}}{\text{BER}_{\text{ref}}} \quad (5)
\]

where \( \text{BER}_{\text{out}} \) and \( \text{BER}_{\text{ref}} \) are the BER obtained respectively with and without overflows. The \( \text{BER}_{\text{ref}} \) is the BER obtained in the case of IWL calculated with interval arithmetic.

4.2. Cost-quality trade-off

The IWL optimization is carried-out for different BER degradation constraints corresponding to the term \( \Delta \lambda_{\text{max}} \) in equation 2. The optimized cost \( C_{\text{opt}} \), obtained by our IWL optimization algorithm, is
The probability density function (PDF) characterized by a very high slope. The slope of the curve depends on the parts. The first part of each curve can be assimilated as a line characterized by the integer values of the IWL.

The obtained curves are Pareto curves decomposed into three parts. The first part of each curve can be assimilated as a line characterized by a very high slope. The slope of the curve depends on the probability density function (PDF) of the application input data. In this example, the input data follow a platykurtic distribution and the short tails of the PDF result in the very high slope. This part shows that the implementation cost can be significantly reduced compared to the starting solution, with a very low BER degradation. The pessimistic solutions obtained with interval arithmetic explain this phenomena. The second part of each curve corresponds to the “bend”. This zone is the interest of the designer, since it represents a good trade-off between cost and quality. For the three SNR, the implementation cost is reduced between 16% and 18% with a low BER degradation. In the third part, the implementation cost can be reduced but at a high price of BER degradation.

4.3. Optimization time

Comparisons between three approaches have been carried-out to verify the time efficiency of the proposed algorithm. The approach Opt+Ssim corresponds to the proposed optimization algorithm described in Section 3, which uses selective simulation technique to evaluate overflow effects summarized in Subsection 3.1. The second approach, MxI+Csim, is a classical steepest descent algorithm (max-1) with conventional (non-selective) simulations to evaluate the effect of overflows. It represents the reference technique where all the samples are simulated. The third approach, Opt+Csim, combines our IWL optimization algorithm (Section 3) and classical (non-selective) simulations. For the three approaches, the starting solution is \( w^{1/A} \) obtained by interval arithmetic.

Figure 3 shows the evolution of the optimization time of the three approaches for different SNR per bit with respect to the BER degradation constraint \( \Delta BER_{\text{max}} \). Results show that MxI+Csim, the reference approach, is the most time consuming. Using Opt+Csim reduces the optimization time up to 2.8 times. However, Opt+Ssim accelerates significantly the optimization time, where an acceleration factor between 72 and 617 is reported with respect to MxI+Csim. Moreover, Opt+Ssim reduces the optimization time between 43 and 176 times with respect to Opt+Csim.

5. CONCLUSION

Automating the fixed point architecture synthesis is essential to reduce the time-to-market of hardware design. In this paper, we propose a new algorithm for IWL optimization that exploits the selective simulation technique used to evaluate the overflow effects on application performance. This algorithm does not only reduce the cost, but also allows overcoming the long execution time of classical simulation based algorithms. Through experiments applied on the FFT part of an OFDM chain, the proposed algorithm results in a significant reduction of cost with acceptable degradation of quality criteria. At the same time, results show huge enhancement in the optimization time, where the acceleration factor reaches 617 times with respect to max-1 bit. This work is a step in accelerating the design process of fixed-point systems.
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