JOINT RECOVERY OF UNDER SAMPLED SIGNALS ON A MANIFOLD: APPLICATION TO FREE BREATHING CARDIAC MRI

Sunrita Poddar, Sajan Goud Lingala, Mathews Jacob

University of Iowa, IA, USA

ABSTRACT

We introduce novel algorithms for the joint recovery of an ensemble of signals that live on a smooth manifold from their under sampled measurements. Unlike current methods that are designed to recover a single signal assuming perfect knowledge of the manifold model, the proposed algorithms exploit similarity between the signals without prior knowledge of the underlying manifold structure. Our first algorithm is a two-step scheme, where the Laplacian of the graph associated with the manifold is estimated from similar under sampled measurements made on the signals; this Laplacian is used to formulate the problem as a penalized optimization scheme, where smoothness of the signals on the manifold is chosen as the penalty. The second algorithm is an iterative scheme that alternates between computation of the Laplacian and the signals. Validation of the proposed algorithms using simulations and experimental MRI data demonstrate their utility in accelerating free breathing cardiac MRI.
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1. INTRODUCTION

We consider the joint recovery of an ensemble of high dimensional signals that live on a smooth low dimensional manifold from their under-sampled measurements. Such manifold signal models are appropriate when the signals vary smoothly as a function of a few parameters. Since the dimension of the manifold is often much lower than the ambient dimension, this representation is compact. Our main focus is to exploit the smoothness of the signals on the manifold to make their recovery from under sampled data well-posed.

The main motivation behind this work is the joint reconstruction of a free breathing cardiac image series from MRI data. It is impossible to fully sample each image due to the slow nature of MR acquisitions. The rapid shape changes of the myocardium as a function of time makes it difficult to pose the problem as a temporal smoothness regularized optimization scheme; temporal smoothing will result in extensive blurring of myocardial borders. Each image in the time series is completely characterized by two free parameters—cardiac phase and respiratory phase. If the phases at each time instant can be measured, the Fourier data can be appropriately binned to recover the images. However, the direct measurement of the physiological signals is challenging in many cases due to the interference between the image acquisition scheme and the acquisition of the physiological signals. Recent self navigation strategies that extract cardiac and respiratory phases from the temporal variations of the central Fourier sample (d.c term) are attractive alternatives [1]. However, the utility of these schemes are heavily dependent on the coil geometry and location and the orientation of the slices.

We propose to recover the images lying on a manifold from under sampled measurements. This approach may be viewed as a generalization of the self navigation strategies [1] since knowledge about the manifold structure is recovered from Fourier measurements. This approach relies on the isometry of the cardiac and respiratory phases to the images, which is generally true in cardio-pulmonary imaging. We formulate the joint recovery of the images that live on the manifold as a smoothness regularized optimization scheme, where the regularization penalty is the integral of the square of the gradient magnitude on the manifold. The discretization of this penalty provides a weighted linear combination of image differences, where the weights are non-linear functions of local distances between points. Recent results on compressive manifold embedding guarantee the accurate recovery of local distances from their under sampled Gaussian measurements, provided the number of measurements are greater than a lower bound that is dependent on the dimension of the manifold [2]. Based on these findings, we propose two algorithms for the recovery of the weights and the signals. The first approach is a two step scheme, where the local distances are estimated from under-sampled measurements acquired using the same sampling matrix. These distances are used to define the graph Laplacian, which is used to jointly recover the images. The second algorithm is essentially an iterative refinement of the two-step strategy, where the graph Laplacian is re-computed from the image estimates and is used to specify the criterion at the next iteration. We show that this iterative approach is essentially a majorize-minimize algorithm to solve a smoothness penalized optimization scheme, where the smoothness penalty is computed using a robust scheme.

Most of the current manifold schemes focus on the re-
covery of a single signal on the manifold, assuming perfect knowledge of the manifold [2]. In contrast to these schemes, we do not make any assumptions on prior knowledge of the manifold; the structure of the manifold in our setting is heavily dependent on the respiration pattern, as well as cardiac and respiration rate. Our approach is conceptually similar to the non-local schemes in [3], where the manifold structure of image patches are exploited. However, in the patch setting, each of the measurements is a linear combination of all of the signals on the manifold; it is difficult to use the theoretical tools in [2] in this setting. We consider the recovery of several signals, each of which are sampled independently. We validate the proposed algorithm on free breathing cardiac CINE data. The proposed algorithm provided high quality reconstructions with minimal artifacts. These results show that there is a strong isometry between the phases and images.

2. PROBLEM FORMULATION

We consider the recovery of signals \( x_1, x_2, \ldots, x_k \in \mathbb{M} \subseteq \mathbb{R}^N \) where \( \mathbb{M} \) is a smooth \( M \)-dimensional manifold isometric to the parameter space: \( \Theta \subseteq \mathbb{R}^m \) (\( m << N \)). Specifically, we assume that there exists \( \theta_1, \theta_2, \ldots, \theta_\epsilon \in \mathbb{R}^m \) such that \( ||x_i - x_j|| \propto ||\theta_i - \theta_j|| \). In our setting \( \theta_i \) is a 2-D vector whose elements are the cardiac and respiratory phases, and \( x_i \) is the image corresponding to these phases. We have the under-sampled measurements:

\[
y_i = A_i x_i + \eta_i.
\] (1)

Here, \( A_i \in \mathbb{R}^M \times \mathbb{R}^N \); \( M < N \) is the linear measurement operator for the \( i^{th} \) image and \( \eta_i \) is the noise vector. Since the measurement operators are under-determined, the direct recovery of \( x_i \) from their measurements is ill-posed.

The smoothness of the signals that live on the manifold can be exploited by posing their recovery from their measurements \( y \) as a Tikhonov regularized reconstruction scheme:

\[
\{x^*_i\} = \arg \min_x \|A(x) - y\|^2 + \lambda \int_M \|\nabla_M x\|^2 dM
\] (2)

Here, \( \nabla_M \) and \( \Delta_M \) are the gradient on \( \mathbb{M} \) and the Laplace-Beltrami operator, respectively. Since we only have samples \( x_i \) on the manifold, we discretize the above problem as

\[
\{x^*_i\} = \arg \min_{x_i} \sum_{i=1}^k \|A_i x_i - y_i\|^2 + \lambda X^T L X.
\] (3)

Here \( X = [x_1, x_2, \ldots, x_k]^T \) and \( L \) is the Laplacian of the associated graph, specified by \( L = D - W \). Here,

\[
W_{i,j} = \varphi(\|\theta_i - \theta_j\|),
\] (4)

where \( \varphi \) is an appropriately chosen localized non-linear function. \( D \) is the diagonal matrix, whose diagonals are specified by \( D_{i,i} = \sum_j W_{i,j} \). If the parameter vector (e.g. cardiac and respiratory phases) corresponding to each image is known, \( L \) can be computed.

2.1. Two-step manifold unaware recovery

As described earlier, it is often difficult to directly measure the underlying parameter \( \theta \) along with the signal; it is desirable to estimate the parameter—or equivalently \( W \) from the measured data itself. Wakin [2], has recently shown that under weak conditions, the measurement of the signal samples by the \( M \times N \) Gaussian random matrix \( \Phi \), specified by \( y_i = \Phi x_i \) preserves distances:

\[
(1 - \epsilon)||x_i - x_j|| \leq ||\Phi x_i - \Phi x_j|| \leq (1 + \epsilon)||x_i - x_j||,
\] (5)

provided \( M \geq 18\epsilon^{-2} f(m) \), where \( f(m) \) is a non-linear function that is dependent on the dimension of the manifold \( m \) rather than the ambient dimension \( N \). Note that the measurement matrix \( \Phi \) is assumed to be the same for all the signals \( x_i \); \( i = 1, \ldots, k \). Since we assume the manifold to be isometric to the parameters (i.e., \( ||x_i - x_j|| \propto ||\theta_i - \theta_j|| \)), we propose to approximate (4) as

\[
W_{i,j} = \varphi'(||\Phi x_i - \Phi x_j||),
\] (6)

where \( \sigma' \) is chosen appropriately.

Our final goal is to recover the images from their under sampled measurements. While the same sampling pattern needs to be used for all images to recover the weights as in (6), this is not beneficial for the reconstruction of images using (3). If the same pattern is used every frame, there is little value in exploiting the similarity beyond noise reduction. Hence, we propose to use the sampling scheme

\[
y_i = \left[ \begin{array}{c} \Phi \\ B_i \end{array} \right] x_i + \eta_i,
\] (7)

where we fix \( \Phi \) for all the signals, while \( B_i \) are different for different signals. This approach enables a two step recovery strategy, where the weights are recovered according to (6) using \( \Phi \), while the recovery from \( A_i x_i \) is formulated as (3).

2.2. Iterative manifold-unaware recovery

Theoretical findings as well as our simulations suggest that the weights estimated using (6) provide good approximation for the original weights using (4). However, we expect that re-computing the weights from the image estimates (specified by (3)), can provide improved estimates, especially at high undersampling factors. Specifically, we propose to alternate between the following steps:

\[
\{x_i^{(n)}\} = \arg \min_{x_i} \sum_{i=1}^k \|A_i x_i - y_i\|^2 + \lambda X^T L^{(n-1)} X
\] (8)

\[
W_{i,j}^{(n)} = \varphi(\||x_i^{(n)} - x_j^{(n)}||\),
\] (9)
where \( x^{(n)}_i; i = 1, \ldots, k \) are the signals at the \( n \)th iteration and \( W^{(n)} \) and \( L^{(n)} \) are the weight matrix and the Laplacian matrix at the \( n \)th iteration, respectively. Inspired by half-quadratic regularization schemes in image processing [4, 5, 6], we have shown in [7] that this alternating approach can be seen as a specific majorize minimize algorithm to solve:

\[
\{ x^*_n \} = \arg \min_{x_n} \sum_i ||A_i x_i - y_i||_2^2 + \lambda \sum_{i,j} \phi(||x_i - x_j||_2),
\]

where \( \phi(x) = \phi'(x)/(2x) \).

In this work, we choose the distance function as the truncated \( \ell_1 \) penalty

\[
\phi(x) = \begin{cases} 
2\sqrt{\epsilon \sqrt{||x||_2^2 + \epsilon} - \sqrt{2\epsilon \epsilon + \epsilon^2}} & \text{if } ||x||_2 < t \\
0 & \text{else}.
\end{cases}
\]

Here \( t \) and \( \epsilon \) are constants. With this model, the weights are specified by

\[
W^{(n)}_{i,j} = \begin{cases} 
\sqrt{2} \frac{\sqrt{||x^{(n)}_i - x^{(n)}_j||_2^2 + \epsilon}}{\sqrt{||x^{(n)}_i - x^{(n)}_j||_2^2 + \epsilon - \epsilon}} & \text{if } ||x^{(n)}_i - x^{(n)}_j||_2 < t \\
0 & \text{else}.
\end{cases}
\]

We first determine the accuracy of the weights estimated from undersampled data using (6). The Fourier transform of each image in the time series is measured on the same set of locations. The relative error between the weights computed from fully sampled data and the ones obtained from under-sampled data are plotted in Fig. 1. These comparisons show that local distances on the manifold can be reliably recovered from approximately 5-7% kspace samples of the data.

We consider the recovery by the proposed two-step and iterative methods in Fig. 3. We use the sampling pattern described by (7), which is illustrated in Fig. 3.(b) and (h). The sampling pattern at each frame is chosen randomly using a variable density mask. We set the undersampling factor to be 6.67; only 15% of the Fourier samples are retained in each frame. A fraction of these samples (corresponding to \( \Phi \) in (7)) are assumed to be at the same locations for all the frames, while the rest are chosen at random locations. The zero filled FFT reconstruction are shown in Fig. 3.(c) and (i).

Fig. 3.(d) & (j) show the reconstructions when the sampling pattern is assumed to be same in every frame. Specifically, we set \( A_i = \Phi \forall i \). The recovery of the weights is highly accurate since we are retaining 15% of the samples; see from Fig. 1 that only 7% is sufficient to yield accurate weights in this example. However, the lack of diversity between the sampling patterns results in poor reconstruction performance.

We consider the sampling pattern specified by (7), where 7% of the samples are the same locations across frames. The rest (8% of samples) are chosen at random locations. The diversity in the sampling patterns is observed to provide better reconstructions in Fig. 3.(e) and (k). The iterative scheme further improves the results, as seen from Fig. 2.

3.2. Experimental results

We test the iterative recovery algorithm on a cardiac data-set from a 3T MR scanner (Siemens, Trio). The data was acquired using 12 coils in the short-axis view using a steady state free precession radial sequence. We use the golden angle ordering of the rays, where the angle between two consecutive rays is 111.25°. We use 9000 acquired lines to re-

![Fig. 1: Accuracy of weight estimation by (6): We plot the normalized error between the weights estimated from fully sampled data and under sampled data using (6) as a function of the fraction of kspace samples measured. The recovery is accurate for greater than 7% measured Fourier samples.](image)
Fig. 3: Validation of algorithms on PINCAT free breathing phantom. (a),(c)-(f) Specific image in the time series and its reconstruction (g),(i)-(l) Time profile of a specific row of the image series. (a)&(g) Ground-truth (b)&(h) Mask used to sample Fourier data. A fraction of the samples are acquired at the same locations for all the frames, which is required for the two step approach. (c) Zero-filled IFFT recovery (d) 2-step scheme with with the same sampling masks for all the frames ($A_i = \Phi$) (e) 2-step scheme with sampling masks chosen according to (7). Some of the sample locations in each frame are the same across the frames, while the rest are chosen randomly. (f) Iterative scheme, with different random sampling pattern at each frame.

Fig. 2: Accuracy of reconstruction algorithms: We plot the signal to error ratio of reconstructions as a function of the fraction of total kspace samples measured per frame. 2 plots for the 2-step strategy are shown with 3% and 7% respectively of the samples per frame measured at common locations for recovery of W. Iterative strategy is also shown which has no samples at common locations every frame. Construct 600 frames, which corresponds to a temporal resolution of approximately 45 ms. The gridding reconstruction is shown in Fig. 4.(a)&(c). Note that the two step method cannot be used in this case since we do not acquire the samples at the same location in each frame. The reconstruction using the iterative scheme is shown in Fig.4.(b)&(d). This experiment shows that good recovery of a free breathing CINE MRI dataset can be obtained using the proposed scheme.

4. CONCLUSION

We introduced two novel algorithms for the joint recovery of several signals that live on a smooth manifold. The joint recovery scheme only requires the information of local distance distributions on the manifold to obtain the associated graph Laplacian, which is estimated from the under sampled data itself. The first algorithm is a two-step method, which estimates the Laplacian from similar under sampled measurements on all the signals; the Laplacian is then used to recover the signals. Since the second scheme alternates between the estimation of Laplacian and signal recovery, it can be used for arbitrary sampling patterns. We observe that our iterative scheme works well and outperforms the two-step approach for high under-sampling factors. We conclude that for our reconstruction scheme, it is beneficial to sample signals lying on a manifold using incoherent sampling masks since it results in better recovery. Our work results in a simple but efficient alternative to breath-held cardiac MRI.
5. REFERENCES


