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ABSTRACT
To realize a conversational interface where an agent system can smoothly communicate with multiple persons, it is imperative to know how the start timing of speaking is decided. In this research, we demonstrate a relationship between gaze transition patterns and the start timing of next speaking against the end of the last speaking in multi-party meetings. Then, we construct a prediction model for the start timing using gaze transition patterns near the end of an utterance. An analysis of data collected from natural multi-party meetings reveals a strong relationship between gaze transition patterns of the speaker, next speaker, and listener and the start timing of the next speaker. On the basis of the results, we used gaze transition patterns of the speaker, next speaker, and listener and mutual gaze as variables, and devised several prediction models. A model using all features performed the best and was able to predict the start timing well.
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1. INTRODUCTION
Face-to-face communication is one of the most basic forms of communication in daily life and group meetings are used for conveying information and making decisions. Smooth communication similar to face-to-face communication is desired in remote human-to-human and human-to-agent communication. Therefore, ways to automatically analyze multi-party meetings have been actively researched in recent years [1, 2].

Turn-taking, the situation where the speaker changes, is especially important. The participants need to predict the end of the speaker’s utterance and good speaking timing. The timing of speaking varies with the situation and utterance content. It has been reported that giving back channel feedback and speaking at the right time is important for smooth and natural communication [3]. Bad timing of speaking has not only a negative effect on communication but also sends unintended messages to conversational partners. For example, only a short delay in video and audio of about 500 ms can inhibit smooth communication in remote video conferencing systems [4].

It is known that gaze behavior controls listener’s response and contributes to realizing smooth turn-taking in two-person meetings. Kendon [5] reported that a speaker gazes at a listener as a “turn-yielding cue” to yield the turn to a listener at the end of an utterance. Then, the listener glances at the speaker (mutual gazing) to accept the cue and starts speaking, i.e., takes the turn. In the engineering field, several models for detecting end-of-utterance using voice information [6] and gaze behavior [7, 8, 9, 10] and the next speaker [11] in turn-taking in multi-party meetings have been proposed. These studies have found that gaze information is more effective than speech information.

In multi-party meetings, the relationship between the start timing of the next speaker’s utterance and gaze behavior has not been clarified. As a relation between a listener’s response and the speaker’s gaze, it has been shown that the listener’s response is delayed when the speaker doesn’t gaze at the listener in two-person meetings [5]. In related work about detecting the timing of speaking, estimations of the timing of the listener’s back channel [12] and of the timing at which turn-taking is possible have been reported [13] in two-person meetings. However, no research has tried construct a prediction model for the start timing of the next speaking against the end of the last speaking in multi-party meetings.

In this research, we focus on gaze behavior at the end of an utterance and reveal a relationship between gaze behavior and the start timing of next speaking in multi-party meetings. For the analysis, we divided participants of meetings into a speaker, next speaker, and listeners and define a gaze transition pattern (GTP) to include information about gaze shifts and mutual gaze. We analyze the effect of each GTP of a speaker, next speaker, and listener on the timing. Moreover, from the results of the analysis, we construct a prediction model for the start timing of the next speaking. Conducting the prediction model enable us to quantitatively evaluate how GTPs can clarify the mechanism that determines the timing of speaking. The prediction model will contribute to the design of a conversational agent that can speak with natural timing in multi human-to-agent communication.

2. CORPUS DATA
2.1. Definition of GTP
We introduce a method for generating GTPs. Since previous studies [5, 7, 14] have shown that gaze behavior at the end of an utterance is very deeply connected with turn-taking, we
treat the interval between 1000 ms before the end of utterance and 200 ms after the end of utterance as the interval for analysis. In addition, Kendon [5] has demonstrated that the next speaker looks away when he/she starts to speak after having made eye contact with the current speaker at the end of the speaker’s utterance in two-person meetings. Thus, it is assumed that these temporal transitions of participants’ gaze behavior and mutual gaze are important for the next speaker’s speaking timing. We therefore decided to focus on the mutual gaze and gaze transitions of the speaker, next speaker, and listeners, and to express them as an n-gram, which we defined as a sequence of gaze object shifts. For GTP generation, the candidate for a gaze is first classified as “speaker”, “listener”, or “others (the rest of the objects)”, and labeled. We use the following gaze labels:

- **S**: Next speaker or listener looks at a speaker without mutual gaze (speaker doesn’t look at him/her).
- **S_M**: Next speaker or listener looks at a speaker with mutual gaze (speaker look at him/her).
- **L_1, L_2**: Speaker, next speaker or listener looks at a listener who doesn’t become the next speaker without mutual gaze. L_1 and L_2 indicate different listeners.
- **L_1M, L_2M**: Speaker, next speaker or listener looks at a listener who doesn’t become the next speaker with mutual gaze. L_1M and L_2M indicate different listeners.
- **N**: Speaker or listener looks at the next speaker without mutual gaze.
- **N_M**: Speaker or listener looks at the next speaker with mutual gaze.
- **X**: Speaker, next speaker or listener looks at non-persons, such as the floor or ceiling.

As an example, Fig. 1 shows how a GTP is constructed: Person 1 finishes speaking and then person 2 starts to speak. Person 1 gazes at person 2 after he has gazed at others during the interval of analysis. When person 1 looks at person 2, person 2 looks at person 1; namely, there is mutual gaze. Therefore, person 1’s GTP is X-N_M. Person 2 looks at persons 4 and 3 after making eye contact with person 1. Then, person 2’s GTP is S_M-L_1-L_2. Person 3 looks at others after looking at person 1. Then, person 3’s GTP is S-X. Person 4 looks at persons 2 and 3 after looking at others. Then, person 2’s GTP is X-N-L_1.

### 2.2. Collected data in multi-party meetings

To collect a conversation corpus in multi-party meetings for the analysis of GTPs, we performed an experiment with a four-person meeting. The four participants were in their 20’s and 30’s, and this was the first time they had met. They faced each other and sat down. They argued and gave opinions in response to highly divisive questions like “Is marriage the same as love?” and needed to draw a conclusion within eight minutes. The corpus was created from eight recorded minutes each from the sound and video information (recorded at 30 Hz) on ten dialogs held by three groups of four different persons (12 people in total). Annotation data was created by a skilled annotator as follows:

- **Gaze object**: The gaze object was annotated using bust-up and overhead views from the videos with the ELAN tool [15]. The objects of gaze were the four participants (person 1, 2, 3, and 4) and others, i.e., the hall or ceiling. Conger’s kappa coefficient κ [16] as an inter-coder agreement of three annotators is .887.
- **Utterance**: The inter-pausal units (IPUs) [17] were created after transcribing the utterances from the recorded speech. The portion of an utterance followed by more than 200 ms of silence was used as the unit of one IPU. From the created IPU, supportive responses [18] were excluded and an utterance unit continued by the same person was considered as one utterance turn. And pairs of IPUs that adjoined at the time of turn-taking were created. The numbers of the created groups of IPUs was 365. Because we analyze the GTP in the interval between 1000 ms before the end of utterance and 200 ms after the end of IPU. The data in which next speaker’s IPU started before 200 ms was excluded from the 365 pairs. The remaining data was 89.0% of the whole, i.e., 325 pairs.

### 3. ANALYSIS

To investigate the correlation between GTPs and the speech timing of next speaker, we define the timing interval $T_{int}$ between end time of speaker’s IPU ($t_{end}$) and start time of next speaker’s IPU ($t_{start}$) (see Fig. 2). We analyze the $T_{int}$ by each GTP of the speaker, next speaker, and listener.

#### 3.1. Analysis of speaker’s GTPs

Boxplots of interval $T_{int}$ by each speaker’s GTP using 325 data are shown in Fig. 3. A center line in a box shows the
median value. Patterns that occurred in less than 3% of the data were excluded because the number of data is small. As shown in Fig. 3, the median value and the range of the box for $T_{int}$ differ depending on the types of pattern. $X-L_{1M}$ has the shortest median value, 420 ms. In contrast, $X-L_{1}$ has the longest median value, 1638.5 ms. Both patterns mean that the speaker starts to look at a listener. The difference between the patterns lies in whether mutual gaze has occurred or not. This result indicates that mutual gaze is important for determining the start timing of speaking. The pattern that has the second shortest $T_{int}$ is $X-N_{M}$. That is, when a speaker starts to make eye contact with the next speaker, the start timing of next speaker’s speaking is early. In previous work [5], it has been reported that a speaker makes eye contact with a listener when smooth turn-taking occurs in two-person conversation. Namely, when these gaze behaviors occur, the next speaker starts to speak quickly.

3.2. Analysis of next speaker’s GTPs

Boxplots of interval $T_{int}$ by each next speaker’s GTP using 325 data are shown in Fig. 4. Again, patterns that occurred in less than 3% of the data were excluded. Here, $S$ and $S_{M}$, which means the next speaker continues to look at the speaker, have the shortest median values, 623 and 701.5 ms. In contrast, $L_{1M}$, which means the next speaker continues to look at the listener with mutual gaze, has the longest median value, 1624 ms. That is, when the next speaker continues to look at the speaker, the start timing of the next speaker’s speaking is early. When the previously reported gaze behaviors mentioned above [5] occur, the next speaker starts to speak quickly. In contrast, when the next speaker doesn’t look at the speaker, turn-taking is not smooth and the timing of the next speaking becomes late.

3.3. Analysis of listener’s GTPs

Boxplots of interval $T_{int}$ by each listener’s GTP using 650 data\(^1\) are shown in Fig. 5. Again, patterns that occurred in less than 3% of the data were excluded. Here, $L_{1}$, which means a listener continues to look at another listener, has the shortest median value, 642 ms. In contrast, $X-N_{M}$, which means a listener starts to make eye contact with the next speaker, has the longest median value, 1726 ms. That is, when a listener starts to make eye contact with the next speaker, the start timing of the next speaker’s speaking is late; when the next speaker continues to look at the speaker, the start timing of next speaker’s speaking is early. This is because the next speaker looks at a listener without looking at a speaker. Therefore, these results suggest that GTPs of the speaker, next speaker, and listener influence the start timing of speaking in turn-taking situations.

4. PREDICTING NEXT-SPEAKING TIMING

From analyses in the previous sections, we found that GTPs of the speaker, next speaker, and listener may be useful as predictors of start timing of the next speaker in multi-party conversations.\(^1\)There are two listeners in addition to a speaker and next speaker.
meetings. In this section, we predict the start timing by employing SMOreg [19, 20], which implements a support vector machine for regression in Weka [21], and evaluate the accuracy of the model and the effectiveness of each feature.

The data used in SMOreg contains the start timing of next speaker as a class, and the GTPs as features. We tested the following prediction models that use the GTPs above:

- **Baseline**: The model outputs the average value of the inter-turn interval $T_{int}$, that is 1642.3 ms.
- **SG**: Uses speaker’s GTP without mutual gaze. The $L_{1M}$, $L_{2M}$, and $N_M$ labels of GTP are integrated into $L_1$, $L_2$, and $N$ labels.
- **NG**: Uses next speaker’s GTPs without mutual gaze. The $S_M$, $L_{1M}$, and $L_{2M}$ labels of GTPs are integrated into $S$, $L_1$, and $L_2$ labels.
- **LG**: Uses listener’s GTPs without mutual gaze. The $S_M$, $L_{1M}$, and $N_M$ labels of GTPs are integrated into $S$, $L_1$, and $N$ labels.
- **SG+NG+LG**: Uses GTPs of the speaker, next speaker and listener without mutual gaze.
- **SG+NG+LG+MG**: Uses GTPs of the speaker, next speaker and listener with mutual gaze. i.e., all gaze labels are used.

We employed leave-one-out with 325 data of 10 dialogs, 10-fold cross validation. Then, the error of the results predicted from the actual utterance start time was calculated. The results are shown in Table 1. Table 1 shows that the average error using the data under 1000 ms, between 1000 and 2000 ms, between 2000 and 3000 ms, between 3000 and 4000 ms, over 4000 ms, and all as test data.

As the overall result, average error of the all-features model (SG+NG+LG+MG) is 755.4 ms, which is the lowest error value among the models. This result suggests that all the features — the GTPs of the speaker, next speaker, and listener, and mutual gaze — contribute to predict the start timing of the next speaker in multi-party meetings.

In comparing SG, NG, and LG models, averages of the error are 900.3 ms in the SG model, 896.3 ms in the NS model, and 988.7 ms in the LG model. The SG and NG models provide better performance than the LG model. This suggests that the speaker’s and the next speaker’s gaze behavior are more important for predicting the start timing of the next speak than the listener’s behavior.

The performance of SG+NG+LG is much better than the SG, NG, and LG models; specifically, the prediction performance is improved. This suggests that all participants’ GTPs are strong predictors of the next speaking timing. Moreover, comparing SG+NG+LG and SG+NG+LG+MG, the averages of the error are found to be 797.9 ms in SG+NG+LG, and 755.4 ms in SG+NG+LG+MG. This suggests that mutual gaze is useful in predicting the start timing of the next speaker. In the SG+NG+LG+MG model, the average error is fairly low, almost 300 ms: it is 335.7 ms in the test data under 1000 ms and 315 ms between 1000 and 2000 ms. However, the average error increased in the data over 2000 ms: it is 793.4 ms between 2000 and 3000 ms, 1883.1 ms between 3000 and 4000 ms, and 5101.2 ms over 4000 ms.

The interval between the end of speaking and the start time of the next speaking in smooth turn-taking situation is generally below about 2000 ms. This data is 81.8% of the 325 data of the corpus data. The SG+NG+LG+MG model can predict the start timing with high accuracy in its own way in such a smooth turn-taking situation where the interval is under 2000 ms. That the prediction model cannot predict the timing very well in data over 2000 ms is the correct result.

### 5. CONCLUSION

We focused on GTPs in multi-party meetings, which have not been tackled until now, and demonstrated a correlation between the start timing of next speaker and GTPs of the speaker, next speaker, and listener. On the basis of the results of the analysis, we used the variables, the GTPs of the speaker, next speaker, and listener, and mutual gaze as prediction features, and devised prediction models comprising different combinations of the features. To test which features are effective and which are not, the performance of these models was compared. As a result, it was revealed that a model using all of the features as prediction features performed the best and was able to predict the start timing of the next speaker well.

In the future work, we plan to analyze in detail the relevance of nonverbal behavior, such as head gestures, and prosody and build a more highly precise prediction model.
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