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ABSTRACT

We show how the convergence time of an adaptive network can be estimated in a distributed manner by the agents. Using this procedure, we propose a distributed mechanism for the nodes to switch from using fixed doubly-stochastic combination weights to adaptive combination weights. By doing so, and by knowing when to switch, the agents are able to enhance their steady-state mean-square-error performance without degrading the rate of convergence during the transient phase of the learning algorithm.

Index Terms— Adaptive networks, convergence time, distributed estimation, diffusion networks.

1. INTRODUCTION AND RELATED WORK

In adaptive networks a collection of agents cooperate with each other through local interactions in order to solve a distributed inference problem in real-time, such as distributed estimation or tracking of parameters of interest [1, 2]. Each node in the adaptive network relies on the fusion of information collected from its local neighbors. Different static combination rules have been proposed in the literature such as uniform [3], Metropolis [4], or relative degree [2, 5] rules. In addition, several schemes for adapting the combination weights have been proposed [2, 6, 7] to enhance the mean-square-error performance of the learning process. However, experiments and analysis in [8] show that the better steady-state performance comes at the expense of a slower convergence rate during the transient phase. This is because the process of adapting the combination weights degrades the speed of learning during the initial stages of adaptation. There have been useful studies in the literature on accelerating the convergence rate of distributed strategies (e.g., [4, 9, 10]). However, these works focus on traditional consensus implementations for computing averages and do not deal directly with the problem of real-time adaptation from streaming data. In this case, it is not sufficient to focus solely on the convergence rate during the transient phase of the algorithm, it is also critical to combine this analysis with the performance of the algorithm in steady state. This is important because adaptive solutions need to satisfy two conditions: to learn well and to track well. We examine this question in the context of diffusion networks since these have been shown to have superior stability and performance ranges in comparison to consensus networks for the case of adaptation over networks [11].

In this regard, a technique was proposed in [8] to hold the combination weights fixed for an initial period of time and then switch to adaptive combination weights. A hypothesis testing problem was formulated in [8] that enables the individual agents to decide whether the network has approached steady state or not. Depending on the local conditions at each node, which are affected by local SNR values, some of the agents may decide in favor of switching earlier than needed, which can cause some deterioration in convergence speed.

In this work, we propose an alternative switching criterion based on allowing the agents to assess, in a distributed fashion, the convergence time of the network. This is the time at which the network performance gets close to its steady-state level. We first derive an expression for the network convergence time, and then explain how it can be evaluated through local cooperation by the agents. This time can be estimated in advance before the network reaches steady-state. We plot a histogram illustrating the time instants at which the agents switch in comparison to the actual convergence time. Results show that the histogram is approximately centered around the actual value with a small spread, which is a desirable feature. We compare the performance of the proposed scheme to earlier schemes and illustrate its superior performance.

2. DIFFUSION STRATEGY

Consider a connected network consisting of $N$ nodes. The set of neighbors of node $k$, including the node itself, is denoted by $N_k$. At every time instant $i$, every node $k$ has access to a scalar measurement $d_k(i)$ and a regression row vector $u_{k,i}$ of size $M$, both realizations of zero-mean random processes $\{d_k(i), u_{k,i}\}$. We use boldface symbols to refer to random variables and normal font to refer to their realizations. We assume that the measurements are related to some unknown column vector $w^o$ of size $M$ and unit norm through a linear regression model of the form:

$$d_k(i) = u_{k,i}^o w^o + v_k(i), \quad \|w^o\| = 1$$

where $v_k(i)$ denotes measurement noise and is assumed to be a zero-mean white random process with power $\sigma^2_v$. The regression data $\{u_{k,i}\}$ are assumed to be temporally white and independent over space with uniform covariance matrix $R_u = \text{E}u_{k,i}^o u_{k,i}^o > 0$ for all $k = 1, 2, \ldots, N$. Moreover, the noise process $v_k(j)$ is assumed to be independent over space and also independent of $u_{k,i}$ for all $k, \ell, i, j$.

The objective of the network is to estimate $w^o$ in a distributed manner through collaboration among the nodes by minimizing the aggregate cost function:
Several adaptive diffusion strategies have been developed for this purpose [1, 2, 12]. Without loss of generality, in this work, we consider the Adapt-then-Combine (ATC) form where the estimate $w_{k,i}$ for $w^o$ at node $k$ and time $s$ is updated as follows:

$$
\psi_{k,i} = w_{k,i-1} + \mu u_{k,i}^{o} [d_k(i) - u_{k,i}w_{k,i-1}] 
$$

$$
\omega_{k,i} = \sum_{\ell \in N_k} a_{\ell,k} \psi_{\ell,i} 
$$

where the $\{a_{\ell,k}\}$ are non-negative convex combination coefficients. We collect these coefficients into an $N \times N$ matrix $A = [a_{\ell,k}]$. Then, $A$ is a left-stochastic matrix such that

$$
A^T 1 = 1, \quad a_{\ell,k} = 0 \text{ if } \ell \notin N_k
$$

where $1$ denotes the vector with all its entries equal to one. In the first step (3), an intermediate estimate $\psi_{k,i}$ is computed following adaptation based on local data at node $k$. All other nodes in the network perform a similar update simultaneously. The second step (4) aggregates the intermediate estimates from the neighborhood of node $k$ and generates $\omega_{k,i}$. The process is repeated continuously by all nodes using a positive constant step-size parameter, $\mu$.

We introduce the weight-error vectors, $\tilde{w}_{k,i} = w^o - \omega_{k,i}$, and collect all errors from across the network into the column vector, $\tilde{w}_i = \{\tilde{w}_{1,i}, \ldots, \tilde{w}_{N,i}\}$. It can be shown that, under expectation and for sufficiently small step-sizes, the weight-error dynamics of the network evolves according to the following mean-square-error recursion [1, 2]:

$$
E[\|\tilde{w}_i\|^2] = E[\|\tilde{w}_{i-1}\|^2] + 2\|E[\tilde{w}_T]\| + \text{Tr}(\mathcal{Y})
$$

where

$$
\mathcal{B} \triangleq A^T \otimes (I_M - \mu R_u) 
$$

$$
\mathcal{A} \triangleq A \otimes I_M 
$$

$$
\mathcal{S} \triangleq \text{diag}\{\sigma_{\nu_1}^2, \ldots, \sigma_{\nu_N}^2\} \otimes R_u 
$$

$$
\mathcal{Y} \triangleq \mu^2 \mathcal{A}^T \mathcal{S} \mathcal{A} 
$$

where $\otimes$ denotes the matrix Kronecker product. Relation (6) is very useful because it allows us to analyze both the steady-state and transient behavior of the network. The steady-state performance of the network can be measured in terms of its mean-square-deviation (MSD) defined as:

$$
\text{MSD} \triangleq \lim_{t \to \infty} \frac{1}{N} \sum_{k=1}^{N} E[\|\tilde{w}_{k,i}\|^2]
$$

When the combination weights are fixed throughout the adaptation process, various expressions and approximations have been derived in the literature for the above MSD. For example, when $A$ is a doubly-stochastic matrix, meaning that each of its columns adds up to one and each of its rows also adds up to one, then the MSD is approximately given by [2]:

$$
\text{MSD} \approx \frac{\mu M}{2N} \sigma_{\nu}^2 = \frac{\mu M}{2N} \left( \sum_{k=1}^{N} \frac{\sigma_{\nu_k}^2}{N} \right)
$$

in terms of the average noise power across the network.

When the combination policy is left-stochastic, it is possible to design adaptive strategies that optimize the MSD over the combination weights [1, 6, 7]. However, it was noted in [8] that these strategies tend to slow down the convergence rate during the transient phase due to the additional burden of learning the combination coefficients. In the next section we propose a method to calculate the convergence time in a distributed manner and use this method to allow the nodes to switch between two fixed combination strategies: one for the initial transient phase and another for the later stages of adaptation.

### 3. CONVERGENCE TIME

We observe from (6) that during the transient phase of the algorithm, the convergence rate of the network is determined by $|\rho(\mathcal{B})|^2$, which is the square of the spectral radius of $\mathcal{B}$. This spectral radius is smaller than one when the algorithm is mean-square-stable, which is satisfied for sufficiently small values of the step-size parameter [1, 2]. From (6), and from the Rayleigh-Ritz characterization of eigenvalues [13, 14] we note that

$$
E[\|\tilde{w}_i\|^2] \leq |\rho(\mathcal{B})|^2 E[\|\tilde{w}_{i-1}\|^2] + \text{Tr}(\mathcal{Y})
$$

We define the convergence time of the network as the number of iterations, $T$, that is needed for its mean-square-error to reach $1 + \epsilon$ times its steady-state MSD value, for some small given $\epsilon > 0$. That is, the time $T$ satisfies:

$$
\frac{1}{N} E[\|\tilde{w}_T\|^2] = (1 + \epsilon) \text{MSD}
$$

Using a procedure similar to [15, Chap. 23A], we can derive an expression for the convergence time of the network as follows. We start by getting an upper bound on the MSD from (13), using the fact that once converged, $E[\|\tilde{w}_i\|^2] = E[\|\tilde{w}_{i-1}\|^2]$

$$
\text{MSD}_\text{UB} = \frac{\text{Tr}(\mathcal{Y})}{N(1 - |\rho(\mathcal{B})|^2)}
$$

Then, we center the mean-square-error around its steady-state bound:

$$
E[\|\tilde{w}_i\|^2] - N \cdot \text{MSD}_\text{UB} \leq \rho(\mathcal{B})^2 E[\|\tilde{w}_{i-1}\|^2] + \text{Tr}(\mathcal{Y})
$$

$$
E[\|\tilde{w}_i\|^2] - N \cdot \text{MSD}_\text{UB} \leq \rho(\mathcal{B})^2 (E[\|\tilde{w}_{i-1}\|^2] - N \cdot \text{MSD}_\text{UB})
$$

where the second inequality was obtained by replacing $\text{Tr}(\mathcal{Y})$ using expression (15). Iterating over this recursion we get:

$$
E[\|\tilde{w}_i\|^2] - N \cdot \text{MSD}_\text{UB} \leq |\rho(\mathcal{B})|^{2i} (E[\|\tilde{w}_0\|^2] - N \cdot \text{MSD}_\text{UB})
$$

where $E[\|\tilde{w}_0\|^2] = E[\|w^o - w_{-1}\|^2]$. If we assume $w_{-1} = 0$ then $E[\|\tilde{w}_0\|^2] = E[\|w^o\|^2] = 1$. Finally, using the definition of convergence time and solving for $T$ we get

$$
T \leq \frac{\ln \left(\frac{N \text{MSD} + N \cdot \text{MSD}_\text{UB}}{1 - N \cdot \text{MSD}_\text{UB}}\right)}{2 \ln |\rho(\mathcal{B})|}
$$

From (7), and assuming sufficiently small step-sizes, we have $\rho(\mathcal{B}) = 1 - \mu \lambda_{\text{min}}(R_u)$. In addition, since we are interested in approximating the convergence time, we may assume that the upper bound given by (15) is tight and set $\text{MSD} \approx \text{MSD}_\text{UB}$ in (12) so that
\[ T \approx \frac{\ln \left( \frac{e N \text{ MSD}}{1 - e N \text{ MSD}} \right)}{2 \ln (1 - \mu \lambda_{\text{min}}(R_u))} \] (19)

where we further use expression (12) for the MSD. Finally, since we can avoid the need for computing \( \lambda_{\text{min}}(R_u) \) by approximating it by Tr\((R_u)/M\), which amounts to using the average value of the eigenvalues of \( R_u \),

\[ T \approx \frac{\ln \left( \frac{e N \text{ MSD}}{1 - e N \text{ MSD}} \right)}{2 \ln (1 - \mu \text{Tr}(R_u)/M)} \] (20)

In the next section we explain how this convergence time can be evaluated in a distributed and adaptive manner by each agent.

4. DISTRIBUTED CONVERGENCE TIME ESTIMATION

Observe that in (20) there are two terms the nodes need to estimate to be able to compute the convergence time: MSD from (12) and Tr\((R_u)\).

To estimate the MSD, the nodes need to estimate the average noise variance \( \overline{\sigma}_k^2 \) in (12). This value can be estimated using a diffusion construction as follows:

\[
\theta_k(i) = (1 - \alpha_v) \overline{\sigma}_k^2(i - 1) + \alpha_v |d_k(i) - u_{k,i}w_{k,i-1}|^2 \\
\overline{\sigma}_k^2(i) = \sum_{\ell \in \mathcal{N}_k} c_{\ell,k} \theta_k(i) 
\] (21)

(22)

where \( \alpha_v \in (0, 1) \) is a forgetting factor. In the first step we adapt the estimate of the noise variance at node \( k \), \( \overline{\sigma}_k^2(i - 1) \), using a local quadratic error to get the intermediate estimate, \( \theta_k(i) \). In the second step we combine the intermediate value using combination weights \( c_{\ell,k} \) that can be chosen according to a doubly-stochastic rule such as the Metropolis rule [1] defined further ahead in (27).

On the other hand, Tr\((R_u)\) can be estimated locally by each node as follows:

\[
\beta_k(i) = (1 - \alpha_\ell) \beta_k(i - 1) + \alpha_\ell \|u_{k,i}\|^2 \]

(23)

with learning rate \( \alpha_\ell \in (0, 1) \). Then, the estimate of the convergence time (20) by agent \( k \) at time \( i \) is given by

\[
T_k(i) = \frac{\ln \left( \frac{\delta_k(i)}{1 - \mu \delta_k(i)} \right)}{2 \ln (1 - \mu \lambda_{\text{min}}(R_u))} 
\] (24)

where \( \delta_k(i) = \frac{\mu}{\lambda_{\text{min}}(R_u)} \overline{\sigma}_k^2(i) \) is the estimate of \( N \cdot \text{MSD} \) by node \( k \) at time \( i \).

5. PHASE SWITCHING ALGORITHM

It was argued in [6, 7] that enhanced MSD performance is obtained if nodes employ optimized combination coefficients \( \{c_{\ell,k}\} \) chosen according to the relative-variance (ARV) rule:

\[
a_{\ell,k}(i) = \begin{cases} 
\frac{\gamma_{\ell,k}^2(i)}{\sum_{\ell \in \mathcal{N}_k} \gamma_{\ell,k}^2(i)}, & \text{if } \ell \in \mathcal{N}_k \\
0, & \text{otherwise}
\end{cases}
\] (25)

where the scalars \( \{\gamma_{\ell,k}(i)\} \) are updated as follows using a learning factor \( \alpha_n \in (0, 1) \):

\[
\gamma_{\ell,k}^2(i) = (1 - \alpha_n) \gamma_{\ell,k}^2(i - 1) + \alpha_n \|\psi_{\ell,i} - w_{k,i-1}\|^2 
\] (26)

However, it was noted in [8] that the improvement in MSD comes at the expense of deterioration in the convergence speed during the transient phase of the algorithm. It was therefore suggested that it would be preferred for the agents to employ a fixed combination rule during the initial stages of adaptation before switching to using the adaptive combination (25). For this procedure to be feasible, it is necessary to endow the agents with the ability to detect when switching should occur. Now that we know how the agents can assess the convergence time of the algorithm in a distributed manner, it becomes possible to carry out this switching in an efficient manner: each agent can estimate \( T \) using (24) and switch to the adaptive combination rule at that time. During the transient stage, nodes can employ any doubly-stochastic rule (25), such as the Metropolis rule defined by:

\[
a_{\ell,k} = \begin{cases} 
1/\max \{n_k, n_\ell\}, & \text{if } k \neq \ell \text{ are neighbors} \\
1 - \sum_{m \in \mathcal{N}_k \setminus \{k\}} c_{m,k}, & \text{if } k = \ell \\
\text{otherwise}
\end{cases}
\] (27)

where \( n_k \) denotes the degree of agent \( k \), i.e., the number of its neighbors, and \( \mathcal{N}_k \setminus \{k\} \) denotes the set of neighbors of node \( k \) excluding \( k \) itself. The proposed diffusion algorithm with switching is summarized in the listing below.

**Algorithm 1: Diffusion adaptation with weight switching**

Initialization: \( \overline{\sigma}_k^2(-1), \gamma_{\ell,k}^2(-1), \beta_k(-1) = 0; \)
\( w_{k,i-1}, \psi_{k,i-1} = 0; T_{k}(0) = 0 \).

Start with Metropolis rule (27) for \( \{c_{\ell,k}\} \) and \( \{c_{\ell,k}\} \).

for each time \( i \geq 0 \) and each node \( k \) do

sense \( u_{k,i} \) and \( d_k(i) \)

\( \psi_{k,i} = w_{k,i-1} + \mu u_{k,i} \)

if \( i < T_{k}(i) \) then

\( \beta_k(i) = (1 - \alpha_\ell) \beta_k(i - 1) + \alpha_\ell \|u_{k,i}\|^2 \)

\( \theta_k(i) = (1 - \alpha_v) \overline{\sigma}_k^2(i - 1) + \alpha_v |d_k(i) - u_{k,i}w_{k,i-1}|^2 \)

\( \overline{\sigma}_k^2(i) = \sum_{\ell \in \mathcal{N}_k} c_{\ell,k} \theta_k(i) \)

\( \delta_k(i) = \frac{2 \sum_{\ell \in \mathcal{N}_k} \gamma_{\ell,k}^2(i)}{2 \ln (1 - \mu \lambda_{\text{min}}(R_u))} \)

else

\( \gamma_{\ell,k}^2(i) = (1 - \alpha_n) \gamma_{\ell,k}^2(i - 1) + \alpha_n \|\psi_{\ell,i} - w_{k,i-1}\|^2 \)

\( a_{\ell,k} = \frac{\gamma_{\ell,k}^2(i)}{\sum_{\ell \in \mathcal{N}_k} \gamma_{\ell,k}^2(i)}, \text{ if } \ell \in \mathcal{N}_k \)

end

\( w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell,k} \psi_{k,i} \)

end

Note that the convergence time computation is only carried out during the transient stage. During this phase, nodes need to communicate with the neighbors their scalar estimates \( \theta_k(i) \) in addition to \( \psi_{k,i} \), which amounts to only a slight increment in communication complexity.
6. SIMULATION RESULTS

We compare our proposed algorithm with the static Metropolis rule [4], the adaptive relative-variance (ARV) rule [6], and the phase detection algorithm of [8]. The topology of the 20-node simulated network is shown in Fig. 1. Vector \( w \) has length \( M = 8 \) and its entries are uniformly chosen in the range \([-1, 1]\) and normalized to \( \| w \| = 1 \). Regressors \( u_{k,i} \) are zero-mean Gaussian vectors with a common diagonal covariance \( R_u \) with entries generated between \([1, 2]\). The additive noise \( v_k(i) \) is also temporally white and spatially independent Gaussian with zero mean and different variances \( \sigma^2_v \), generated uniformly in the range \([-30, 0]\) (dB). We assume that all nodes use step-size \( \mu = 0.001 \).

Parameter \( \alpha_a \) in the adaptive relative-variance update (26) is set to 0.5. For the algorithm in [8] we set \( L = 60 \). Regarding our algorithm, we set \( \alpha_1 = 0.2, \alpha_2 = 0.01 \) and compute the convergence time corresponding to \( \epsilon = 0.05 \). The network MSD performance, averaged over 200 independent simulations, is shown in Fig. 2.(a). In addition, in Fig. 2.(b) we present the theoretical convergence time, calculated using (20), and a histogram of the switching times, \( T_k(i) \), of the nodes for all simulations. Finally, in Fig. 2.(c), the average learning curve of \( T_k(i) \) is shown.

It can be observed that the estimation of convergence time \( T_k(i) \) is quite accurate: small bias and variance, and it converges fast enough. As can be seen in Fig. 2.(c), well before the switching time of switching the estimation of \( T \) has converged to an stable value. Consequently the phase switch is performed around the time it needs to be performed.

7. CONCLUSIONS

We proposed a method to estimate the convergence time of an adaptive diffusion network in a distributed manner. We then used this procedure to propose an algorithm to switch the operation of the network from a fixed doubly-stochastic rule to an adaptive combination rule. The switching enhances MSD performance in steady-state and improves convergence speed during the transient phase.
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