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ABSTRACT

This paper addresses the problem of mitigating non-stationary diffusely scattered multipath interference or “hot clutter” by space-time adaptive processing (STAP) in radar systems that use a multi-channel receive antenna array. A computationally efficient time-varying (TV) fast-time STAP algorithm that can effectively cancel hot clutter during the coherent processing interval (CPI) while simultaneously preserving the Doppler spectrum characteristics of the ordinary backscattered “cold clutter” is proposed. The TV-STAP method is compared with several benchmark techniques in a numerical study simulating aircraft and ship detection in over-the-horizon (OTH) radar.

Index Terms— STAP, OTH Radar, Hot Clutter

1. INTRODUCTION

The topic of space-time adaptive processing (STAP) to mitigate clutter and interference in radar systems has received enormous attention in the literature [1-3]. In particular, the “fast-time” STAP architecture is traditionally considered for the specific problem of rejecting diffuse multipath interference, or “hot clutter”, which may be received through the main lobe of the antenna pattern [4-6].

In practical applications, the space-time covariance matrix of the received hot-clutter signal may be time-varying over the radar CPI. For this reason, STAP techniques that can jointly cancel the non-stationary hot clutter signal and preserve the Doppler spectrum characteristics of the backscattered “cold clutter” echoes over the CPI are required [7].

The stochastic constraints (SC) STAP method pioneered by Abramovich has been described in [8-10] to address this challenging problem. The SC-STAP method adapts the weight vector at every pulse in the CPI to effectively reject hot clutter while stabilizing the auto-regressive spectral characteristics of cold clutter at the output.

However, SC-STAP is computationally intensive for real-time applications. This is mainly because the rate of filter adaptation is determined by the need to protect the AR Doppler time applications. This is mainly because the rate of filter cold clutter at the output.

While stabilizing the auto-regressive spectral characteristics of the ordinary backscattered “cold clutter” is proposed. The TV-STAP method is compared with several benchmark techniques in a numerical study simulating aircraft and ship detection in over-the-horizon (OTH) radar.

2. DATA MODEL

Let \( x_k(t) \in \mathbb{C}^N \) be the array snapshot vector received by the \( N \) antenna elements of a uniform linear array (ULA) at fast-time sample (range bin) \( k = 1, \ldots, K \) and slow-time sample (pulse number) \( t = 1, \ldots, P \) in the radar CPI. In (1), \( c_k(t) \) is the cold clutter backscattered from the Earth’s surface, \( j_k(t) \) is hot clutter from all jamming sources, and \( n_k(t) \) is additive noise. The presence of a target echo is represented by \( s_k(t) \).

\[
 x_k(t) = s_k(t) + c_k(t) + j_k(t) + n_k(t) \quad (1)
\]

A far-field point-target echo with cone angle-of-arrival \( \phi_0 \) is modelled in (2), where \( \alpha \) is a complex scalar amplitude, \( \psi_k \) is the signal waveform, \( f_d \) is the target Doppler-shift normalized by the pulse repetition frequency (PRF), \( s(\phi) \) is the steering vector on the ULA manifold, and \( \gamma_k \) is a range-dependent phase. A desired signal matched to range bin \( k_0 \) has a fast-time signature \( \psi_k = u_p(k-k_0) \), where \( u_p(k) \) is the transmitted signal pulse.

\[
 s_k(t) = \alpha \psi_k s(\phi_0) \exp \{ j2\pi f_d t + \gamma_k \} \quad (2)
\]

The noise process is assumed to be complex-circular Gaussian distributed and white across all radar data-cube dimensions, i.e., with the correlation properties in (3), where \( \sigma_n^2 \) is the noise power per antenna element, and \( I_N \) is the \( N \)-dimensional identity matrix. In (3), \( E \{ \cdot \} \) denotes statistical expectation, whereas \( \dagger \) is the Hermitian (conjugate transpose) operator.

\[
 E \{ n_k(t)n_{k'}(t') \} = \delta_{kk'} \delta_{tt'} I_N \quad (3)
\]

For practical systems, this strongly motivates fast-time TV-STAP algorithms that are computationally efficient while, at the same time, yield high performance comparable to the SC-STAP method. The TV-STAP method introduced in this paper follows the same basic idea as the SC-STAP technique, but is structured differently to mitigate the aforementioned limitation of the original approach proposed for OTH radar.

The paper is organized as follows. Section 2 describes the data model, while section 3 presents the TV-STAP method. The numerical study in section 4 compares the performance of SC-STAP, TV-STAP, and the time-invariant fast-time STAP technique. Concluding remarks are given in section 5.
2.1. Cold Clutter

As in [9], \( c_m(t) \) is modelled as a stationary Gaussian random process with second order statistics given by a scalar-type multi-variate auto-regressive (AR) process of relatively low order \( \kappa \ll N \). The complex scalar coefficients \( \{b_m\}_{m=1}^\infty \) and \( \sigma_s^2 \) of the AR model in (4) determine the structure and scale of the cold clutter Doppler power spectrum, respectively.

\[
c_m(t) + \sum_{i=1}^\kappa b_i c_m(t-i) = \sigma_s^2 \xi_k(t)
\]

The correlation properties of the temporally white innovative noise vectors \( \xi_k(t) \in \mathbb{C}^N \) in (5) effect the power and spatial distribution of the cold clutter. Due to the relatively broad transmit beam used to illuminate the OTH radar surveillance region, the cold clutter is spatially broadband such that \( \mathbf{R}_x \) has full rank. For a spatially stationary clutter process, \( \mathbf{R}_x \) is a Toeplitz matrix with diagonal elements equal to the clutter power \( \sigma_s^2 \) received in each antenna element.

\[
E \{ \xi_k(t) \xi_k^*(t') \} = \delta_{t} \delta_{tt'} \mathbf{R}_x
\]

A simple model for the spatial distribution of the cold clutter assumes \( \mathbf{R}_x = \sigma_s^2 \text{Toep}[\rho_1, \rho_2, \ldots, \rho_N^N] \), where the complex scalar \( \rho_s \) represents the clutter inter-sensor spatial correlation coefficient. Similarly, AR model orders of \( \kappa = 1 \) and \( \kappa = 2 \) may be assumed in the simplest case for high and low PRF operation, respectively.

2.2. Hot Clutter

The hot clutter \( j_k(t) \) is modelled as a convolutive mixture of \( M \) interference sources \( g_{mk}(t) \) for \( m = 1, \ldots, M \) in (6). Here, \( g_{k}(t) = [g_{k1}(t), \ldots, g_{kM}(t)]^T \) contains the \( M \) source signals. The \( N \times M \) matrix \( \mathbf{H}_k(t) = [\mathbf{h}_{1k}(t), \ldots, \mathbf{h}_{Mk}(t)] \) contains the hot-clutter wavefronts \( \mathbf{h}_{mk}(t) \) at fast-time \( k \) and slow-time \( t \). Note that \( j_k \) is the maximum hot clutter channel impulse response function duration in fast-time samples [9].

\[
j_k(t) = \sum_{\ell=1}^L \mathbf{H}_k(t) g_{k-\ell+1}(t)
\]

Specifically, the \( (n,m) \)th element of \( \mathbf{H}_k(t) \) is the complex channel coefficient that transfers source \( m \) to receiver \( n \) at relative delay \( \ell \) in repetition period \( L \). The waveforms \( g_{mk}(t) \) are assumed to be mutually independent with the correlation properties in (7). Note that the power of each hot-clutter mode is absorbed in the channel vectors \( \mathbf{h}_{mk}(t) \) described below.

\[
E \{ g_{mk}(t) g_{mk}^*(t') \} = \delta_{nm} \delta_{\ell} \delta_{kk'}
\]

The random vectors \( \mathbf{h}_{mk}(t) \) are assumed to be independent for different sources and modes. In (8), \( A_{mk} \) and \( f_{mk} \) denote the RMS amplitude and Doppler shift of mode \( \ell \) from source \( m \), respectively, while the \( N \times N \) matrix \( \mathbf{S}_{mk} \) represents the mean synthetic wavefront of this mode in the CPI. The vector \( c_{mk}(t) \) incorporates the random spatio-temporal fluctuations of the received hot clutter wavefronts. This accounts for the DOA and Doppler spread imposed on the various sources and modes. See [7,12] for a detailed description of this model.

\[
h_{mk}(t) = A_{mk} \mathbf{S}_{mk} c_{mk}(t) \exp \{ \pi f_{mk} t \}
\]

The simplest model for \( c_{mk}(t) \) is a two-dimensional (space-time) Markov chain defined by two parameters, namely, a temporal correlation coefficient \( \sigma_{mk} \), and a spatial correlation coefficient \( \beta_{mk} \). Lower values of \( \sigma_{mk} \) and \( \beta_{mk} \) correspond to modes with rapid temporal fluctuations and large wavefront “crinkles”. For \( q = 0, \ldots, Q - 1 \), the fast-time-lagged hot clutter covariance matrix \( \mathbf{R}_q(t) = E \{ \mathbf{j}_k(t) \mathbf{j}_{k-q}^*(t) \} \) is given by (9). Clearly, \( \mathbf{R}_q(t) = 0 \) for \( q \geq L \) since there is no pair of modes with a differential delay exceeding the maximum impulse response duration of the hot clutter channel.

\[
\mathbf{R}_q(t) = \sum_{m=1}^M \sum_{\ell=1}^{L-q} A_{mk} A_{mk+q} \mathbf{S}_{mk} c_{mk}(t) c_{mk+q}(t) \mathbf{S}_{mk+q}^T
\]

The hot-clutter space-time covariance matrix for \( Q \) fast-time lags in (10) remains constant during the “quasi-instantaneous” PRI but changes in slow-time \( t \) over the relatively long CPI to represent the non-stationarity hot clutter phenomenon.

\[
\mathbf{R}(t) = \text{Toep}[\mathbf{R}_0(t), \mathbf{R}_1(t), \ldots, \mathbf{R}_{Q-1}(t)]
\]

3. STAP ALGORITHM

Fast-time STAP algorithms operate on \( NQ \)-variate “stacked” data vectors \( \mathbf{x}_k(t) \) defined in (11), and the scalar output \( z_k(t) \) processed by the \( NQ \)-variate STAP filter \( \mathbf{w}_k \) is given by \( \mathbf{z}_k(t) = \mathbf{w}_k^T \mathbf{x}_k(t) \). Note that this filter does not attempt to cancel the cold clutter, which is dealt with by standard Doppler processing of the “finger beam” output \( z_k(t) \).

\[
\mathbf{z}_k(t) = \begin{bmatrix} x_k(t)^T, x_{k-1}(t)^T, \ldots, x_{k-Q+1}(t)^T \end{bmatrix}^T
\]

The practical TV-STAP procedure replaces the unknown matrix \( \mathbf{R}(t) \) by its regularized sample estimate \( \mathbf{R}_b \) in (12). Av-
ing averaging is performed over \( N_p \) fast-time samples containing hot-clutter only in \( N_p \) consecutive pulses belonging to integer batch number \( b = 1, \ldots, N_b = P/N_p \) of the CPI.

\[
\mathbf{R}_b = \frac{1}{N_p N_b} \sum_{t=(b-1)N_p+1}^{bN_p} \sum_{k=1}^{N_b} \mathbf{x}_k(t) \mathbf{x}_k^*(t) + \sigma^2 \mathbf{I}_{NQ}
\]

The practical TV-STAP algorithm is formulated in terms of \( q \) deterministic and \( \kappa \) data-driven linear constraints in (13). The former are defined by \( A_q(\theta) = s(\theta_0) \otimes \mathbf{I}_p \), where \( \otimes \) is the Kronecker product, and \( \theta_0 = [1, 0, \ldots, 0]^T \). The latter
take the form of $\mathbf{w}^\dagger \mathbf{x}_k(t) = \mathbf{w}^\dagger_k (b-1) \mathbf{x}_k(t)$ for slow-time samples $t = N_p (b-1), \ldots, N_p (b-1) + \kappa - 1$ in batch $b$. 

$$\mathbf{\hat{w}}_k(b) = \arg \min_{\mathbf{w}} \mathbf{w}^\dagger \mathbf{R}_b \mathbf{w}$$

subject to 

$$\begin{align*}
\mathbf{w}^\dagger \mathbf{Q}_k(\theta) = e_Q^\dagger, \\
\mathbf{w}^\dagger \mathbf{x}_k(t) = \mathbf{w}^\dagger_k (b-1) \mathbf{x}_k(t)
\end{align*}$$

The first STAP filter ($b = 1$) has only deterministic constraints and is $\mathbf{\hat{w}}_k(1) = \mathbf{R}_b^{-1} \mathbf{A}_Q(\theta) \mathbf{Q}_k(\theta)^{-1} \mathbf{e}_Q$. For batches $b = 2, \ldots, N_b$, the STAP filter also satisfies the data-driven constraints and is given by (14).

$$\mathbf{\hat{w}}_k(b) = \mathbf{R}_b^{-1} \mathbf{C}_k(b)[\mathbf{C}_k^\dagger(b) \mathbf{R}_b^{-1} \mathbf{C}_k(b)]^{-1} \mathbf{\hat{f}}_k(b)$$

Here, $\mathbf{C}_k(b) = [\mathbf{A}_q(\theta_1), \mathbf{x}_k(N_p(b-1)), \ldots, \mathbf{x}_k(N_p(b-1) + \kappa - 1)]$ is the constraint matrix and $\mathbf{\hat{f}}_k(b) = [e_Q^\dagger, \mathbf{w}^\dagger_k (b-1) \mathbf{x}_k(N_p(b-1) + \kappa - 1)]^\dagger$ is the response vector. In the interest of brevity, the reader is referred to [9] for a description of the SC-STAP method, which serves as benchmark for comparisons in the next section.

**TV-STAP** reduces the number of complex multiplications relative to SC-STAP by a factor that is closely approximated by the batch length $N_p$. For example, if the hot clutter can be considered effectively “stationary” over a ship-detection pulse with 4 Hz PRF, the same signal may also be considered stationary over 15 consecutive air-detection pulses at a PRF of 60 Hz, as the physical time interval is unchanged. In this case, TV-STAP using $N_p = 16$ may be expected to cancel the hot clutter as effectively as SC-STAP with an order of magnitude reduction in computational load.

### 4. SIMULATION RESULTS

Assume the radar transmits $P = 256$ pulses and receives on a ULA of $N = 16$ antennas with half-wavelength inter-element spacing. The beam is steered at broadside and there is single hot clutter source with four modes ($M = 1, L = 4$). The hot clutter model parameters are listed in Table 1. The DOA of the first mode is intentionally chosen in the main beam to demonstrate the benefit of fast-time STAP over pure SAP. The temporal hot clutter parameters have been specified for low and high PRF modes. HCNR denotes hot-clutter-to-noise ratio. The model parameters of the cold clutter are used to generate the auxiliary data-driven linear model. The dramatic degradation in sub-clutter visibility (SCV) well SC-STAP filter using the second-order AR (sea-scattering) model. The temporal hot-clutter rejection of about 25 dB in Fig. 6. Both SC-STAP and TV-STAP detect the desired signal in Fig. 7, but time-invariant STAP leads to a degradation in hot clutter rejection of about 25 dB in Fig. 6.

![Table 1. Hot clutter parameters for a source with four modes.](image)

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\theta_1$ (deg)</th>
<th>$\alpha_{\text{infl}}$ (5 Hz)</th>
<th>$\alpha_{\text{infl}}$ (50 Hz)</th>
<th>$\beta_{\text{infl}}$</th>
<th>HCNR, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>20.5</td>
<td>0.90</td>
<td>0.98</td>
<td>0.91</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>39.3</td>
<td>0.88</td>
<td>0.97</td>
<td>0.90</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>44.9</td>
<td>0.91</td>
<td>0.99</td>
<td>0.90</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 2. Cold clutter parameters for terrain and sea scattering.

![Table 2. Cold clutter parameters for terrain and sea scattering.](image)

<table>
<thead>
<tr>
<th>Cold Clutter</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$\sigma^2$</th>
<th>$\rho_s$</th>
<th>CNR, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea-surface, $f_p = 6$ Hz</td>
<td>-1.9359</td>
<td>0</td>
<td>0.0006/s</td>
<td>0.5</td>
<td>50</td>
</tr>
<tr>
<td>Terrain, $f_p = 50$ Hz</td>
<td>0.999</td>
<td>0</td>
<td>0.002</td>
<td>0.5</td>
<td>50</td>
</tr>
</tbody>
</table>

**5. CONCLUSIONS**

A TV-STAP technique has been introduced for non-stationary hot clutter cancellation. Simulation results confirm that TV-STAP can yield comparable performance to the benchmark SC-STAP method. However, the philosophy behind TV-STAP is to update the filter weights at a rate commensurate with the level of hot clutter non-stationarity rather than at every PRI to stabilize the AR characteristics of the output cold-clutter Doppler spectrum. This difference with respect to SC-STAP gives TV-STAP the added practical advantage of significantly reduced computational complexity. The order of magnitude reduction in processing load achieved by TV-STAP in high PRF applications helps to break the bottleneck of real-time processing in practical radar systems with no compromise in performance on the simulated data presented in this study. See [13] for a possible real-time implementation procedure. Testing on experimental data is the subject of future work.
Fig. 1. Optimum output signal-to-hot clutter ratio (SHCR) for standard fast-time STAP and pure spatial adaptive processing (SAP) as a function of slow-time over the CPI.

Fig. 2. Doppler spectra showing the sub-clutter visibility at the output of the standard STAP techniques and the SC-STAP method when processing the cold clutter.

Fig. 3. Doppler spectra showing the sub-clutter visibility at the output of SC-STAP and TV-STAP using different batch lengths when processing the cold clutter.

Fig. 4. Doppler spectra for the practical time-invariant STAP and SC-STAP algorithms in the ship detection example with an injected desired signal.

Fig. 5. Doppler spectra for practical SC-STAP and TV-STAP in the ship detection example with an injected desired signal.

Fig. 6. High PRF mode Doppler spectra for practical time-invariant STAP and SC-STAP algorithms in the aircraft detection example with an injected target.

Fig. 7. High PRF Doppler spectra for practical SC-STAP and TV-STAP algorithms in the aircraft detection example with an injected target.
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