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ABSTRACT

In many applications using multiple sensors, knowledge of the relative positions of the sensors is required. The locations of the sensors can be obtained from measured time-of-arrivals (TOAs) of events generated by sources. Although several TOA-based localization techniques exist, practical TOA measurements are incomplete because they include an unknown internal delay; the time taken from the signal reaching the sensor to that it is registered as received by the capturing device. In order to localize the sensors properly, these internal delays need to be estimated accurately. In this paper we propose a method for estimating the internal delays by using a data fitting technique based on structured total least squares. Under reasonable assumptions we show that the algorithm is guaranteed to converge to the optimal solution and ultimately achieves a quadratic rate of convergence. Experimental results show that the execution time is less than 1% of the execution time of existing methods while attaining an even higher accuracy.

Index Terms— Auto-localization, time-of-arrival, internal delay estimation, structured total least norm

1. INTRODUCTION

Recent developments in the area of wireless sensors enable the construction of (wireless) sensor networks consisting of a large number of nodes, each having a sensing, data processing, and communication component. Sensor networks facilitate the use of spatial signal processing such as computing temperature densities, concentrations of pollution, or beam forming [1]. An example of beam forming can be found in applications such as speech enhancement where multiple microphones can be used to improve both speech quality and speech intelligibility in noisy environments [2, 3]. In many such applications, knowledge of the relative positions of the sensors is required. This requirement is easily satisfied in conventional sensor arrays where the sensors are positioned in a fixed configuration. In (ad-hoc) sensor networks, however, sensor locations are not known a priori and, in addition, sensors will be added or removed, usually in an unpredictable way. As a consequence, with (ad-hoc) sensor networks, a method to automatically localize the sensors is necessary.

Many techniques for localizing sensors exist such as methods based on received signal strength [4, 5], time-of-arrival (TOA, sometimes called time-of-flight (TOF)) [6, 7], time-difference-of-arrival (TDOA) [7], angle-of-arrival [8, 9], or diffuse noise field coherence in the case of an acoustic sensor network [10]. In many applications, TOA and TDOA based techniques are most popular since they are less vulnerable to multi path, they can be used using both ultrasound and audible frequencies, and they require only one receiver per sensor. In this paper we will focus on TOA based sensor localization, although the results apply to TDOA based techniques as well.

Given the inter-sensor distances (obtained by multiplying the TOAs by the speed of sound), different techniques exist to localize the sensors. One of the earliest methods for auto-localization is multi-dimensional scaling (MDS) [11, 12, 6], which provides the relative configuration of sensors given the distances between all sensors. MDS implicitly assumes that sensors and sources are co-located, which is of limited applicability for sensor networks. Alternatively, source locations can be found by maximum likelihood estimation of the sensor locations via triangularization [13]. Likelihood maximization, however, is a non-convex problem and has, therefore, possibly multiple solutions. An alternative approach particularly interesting for auto localization in large-scale sensor networks was presented in [14] where it is assumed that sources are in the far-field. It was shown that the sensor locations can be computed analytically, through singular value decomposition of the matrix containing the relative arrival times, up to a d × d invertible matrix where d denotes the dimension of the space the sensors are located in. Finding the appropriate invertible matrix is a non-linear optimization problem, but is of much lower dimension than the original problem. This method was recently generalized [15, 16] such that it no longer relies on the far-field assumption. In addition, it was shown that if one of the sources is co-located with one of the sensors, a completely closed-form solution to the source localization problem exists.

Although several TOA-based localization techniques exist, practical TOA measurements are incomplete because they include an unknown source onset time (the time the source event was generated) and an unknown internal delay (the time taken from the signal reaching the sensor to that it is registered as received by the capturing device). In [17], a solution to this problem is presented which is based on alternating minimization [18], where the source onset times and internal delays are found by an iterative procedure involving low-rank approximation and (non-linear) least-squares optimization. Although alternating minimization is a simple algorithm, it can be slow in terms of convergence rate. In addition, since the problem is non-convex, alternating minimization, without taking special precautions, can easily end up in local minima. An alternative approach has been proposed in [19] where the problem is tackled using truncated nuclear norm regularization. Here, low-rank approximation is formulated as a constrained nuclear norm minimization problem which is solved using the alternating direction method of multipliers (ADMM). Similar to alternating minimization, ADMM can converge slowly to high accuracy [20]. The slow convergence of both alternating minimization and ADMM distinguishes it from algorithms such as Newton’s method (or, for constrained problems, interior-point methods), where high accuracy can be attained in a reasonable amount of time (quadratic convergence rate). In this pa-
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per we solve the above mentioned problem using a data fitting technique based on structured total least squares [21, 22, 23]. Under reasonable assumptions we will show that the algorithm is guaranteed to converge to the optimal solution and ultimately achieves a quadratic rate of convergence.

This paper is organized as follows. In Section 2 we formalize the problem at hand and introduce notations. In Section 3 we describe the actual algorithm whereas in Section 4 we present experimental results obtained by computer simulations. Finally, in Section 5, we draw conclusions.

2. PROBLEM FORMULATION

Consider the situation where we have to localize some sources (e.g. loudspeakers) $s_1, \ldots, s_N$ and receivers (e.g. microphones) $r_1, \ldots, r_M$, possibly randomly distributed in a $d$-dimensional space. Without loss of generality, we will assume $N \geq M$. Moreover, let $\tau_i$, and $\delta_i$ denote the onset time of source $s_j \in \mathbb{R}^d$ and internal delay of receiver $r_i \in \mathbb{R}^d$, respectively. With this, the measured TOA of the event generated by source $s_j$ at receiver $r_i$ is given by

$$t_{ij} = \frac{\|r_i - s_j\|}{c} + \tau_j + \delta_i,$$

where $\| \cdot \|$ denotes the Euclidean norm, $c$ is the sound velocity and we assume the measurements are noise free. We will discuss the effect of measurement errors later in Section 4. In this work we will assume that the source onset times are known a-priori (at least with respect to a reference source), so that we can include them in the TOAs $t_{ij}$. This assumption is met when we generate the source signals at known time instances, for example by using periodically generated wavelets [24]. Hence, without loss of generality, we will assume $\tau_j = 0$ for all $j$. With this, the inter sensor distances satisfy (assuming $c = 1$)

$$\|r_i - s_j\|^2 = (t_{ij} - \delta_i)^2,$$

for all $i,j$.

Subtracting the corresponding equations for $i = 1$ and $j = 1$ successively, we arrive at

$$(r_1 - r_1)^T(s_j - s_1) = \delta_1(t_{1j} - t_{11}) - \delta_1(t_{1j} - t_{11}) - (t_{1j}^2 - t_{11}^2 - t_{1j}^2 + t_{11}^2)/2,$$

which is bilinear in the sensor and source locations and allows for a factorization similar to what has been proposed in [14, 15, 17]. To do so, let $R = (r_2 - r_1, \ldots, r_M - r_1) \in \mathbb{R}^{d(M-1)}$ and $S = (s_2 - s_1, \ldots, s_N - s_1) \in \mathbb{R}^{d(N-1)}$. Moreover, let $T \in \mathbb{R}^{d(M-1) \times (N-1)}$ be defined as $T_{i-1,j-1} = -(t_{ij}^2 - t_{ij}^2 - t_{1j}^2 + t_{11}^2)/2$ for $i = 2, \ldots, M$, $j = 2, \ldots, N$, $W \in \mathbb{R}^{d(M-1) \times (N-1)}$ as $W_{i-1,j-1} = t_{ij} - t_{11}$ for $i = 1, \ldots, M$, $j = 2, \ldots, N$, and

$$\Delta(\delta) = \begin{pmatrix} -\delta_1 & \delta_2 & 0 & \cdots & 0 \\ -\delta_1 & 0 & \delta_3 & \vdots \\ \vdots & \vdots & \ddots & 0 \\ -\delta_1 & 0 & \cdots & 0 & \delta_M \end{pmatrix} \in \mathbb{R}^{(M-1) \times M},$$

where $\delta = (\delta_1, \ldots, \delta_M)^T \in \mathbb{R}^{M \times 1}$. With this we can express (2) as

$$R^T S = T + \Delta(\delta) W.$$  

A key observation in the localization problem is that, in the absence of measuring errors, the matrix $R^T S$ has rank $r$, where $r \leq d$ denotes the dimension of the linear manifold the sensors are located in.

As a consequence, $R^T S$ has a singular value decomposition given by

$$R^T S = U \Sigma V^T,$$

with $U \in \mathbb{R}^{(M-1) \times r}$, $V \in \mathbb{R}^{(N-1) \times r}$ and $\Sigma \in \mathbb{R}^{r \times r}$, which determines $R$ up to a $r \times r$ invertible matrix. That is, the receiver locations are given by $R = (U \Sigma)^T$ where the matrix $C$ can be obtained by non-linear optimization [14, 15] or, in the case one source is co-located with one of the receivers, by least-squares approximation [15]. In the case where the sources are located in the same linear manifold the receivers are located in, the source locations are given by $S = C^{-1} \Sigma V^T$. Note that the locations thus obtained are unique up to a unitary transform (rotation, reflection) and translation. In order to determine the sensor positions, we first need to determine the internal delays $\delta$ after which we can compute $R$ and $S$ using the method described above.

3. ESTIMATING INTERNAL DELAYS

As mentioned before, the matrix $R^T S$ has rank $r$. As a consequence, the unknown time delays can be found by searching for $\delta \in \mathbb{R}^M$ such that $T + \Delta(\delta) W$ is of rank $r$. In [17], the delays are found by an alternating minimization procedure involving rank-$r$ approximation by truncated singular value decomposition followed by least-squares optimization of $\delta$ to enforce the structure (4). In [19], the rank reduction is obtained by solving a regularized nuclear norm minimization problem, where the structure (4) is enforced by introducing proper constraints to the set of feasible solutions. Solving the unknown internal delay problem using alternating minimization or truncated nuclear norm regularization can be very slow and can easily end up in local minima. In this paper we solve the above mentioned problem by finding a rank-$r$ approximation of $R^T S$ that preserves its specific structure by using a data fitting technique based on structured total least squares [21, 22, 23].

Rank approximation problems have an analytic solution in terms of the singular value decomposition (SVD). The optimal solution is given by the Eckart-Young-Mirsky theorem [25] which states that the best rank-$r$ approximation of a matrix $X$ having SVD $X = U \Sigma V^T$ is given by $X_r = U \Sigma_r V^T$, where $\Sigma_r = \text{diag}(\sigma_1, \ldots, \sigma_r, 0, \ldots, 0)$ is obtained from $\Sigma$ by setting the singular values $\sigma_n = 0$ for $n > r$. A problem that is closely related is the total least squares (TLS) problem [26]. Given $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{m \times n}$, $m > n$, we would like to find $X \in \mathbb{R}^{m \times n}$ that minimizes error matrices $E$ and $R$ for $A$ and $B$, respectively. That is, we want to find

$$\arg\min_{X \in E, B} \|E R\|_F,$$

where $R = (A + E)X - B$. The matrix $[A + E B + R]$ is rank deficient since $B + R \in \text{range}(A + E)$ and the minimum perturbation $[E R]$ (in the Frobenius-norm sense) is given by [26]

$$[E R] = \sum_{i=r+1}^n \sigma_i u_i v_i^T,$$

where $\sigma_1, \ldots, \sigma_p, p = \min(m, n + r)$, are the singular values of $[A B]$ and $u_i, v_i$ are the corresponding left and right singular vectors, respectively. As a consequence, the rank deficient matrix $[A + E B + R]$ can be expressed as

$$[A + E B + R] = \sum_{i=1}^r \sigma_i u_i v_i^T,$$
which is the best rank-r approximation of $[A B]$ by the Eckart-
Young-Mirsky theorem. The structured total least norm (STLN) is
an extension to TLS in the sense that it permits a known structure in
$[A B]$ to be preserved in $[(A + E B + R)]$. Requirements of this type
are important in, for example, system identification problems, where
the matrix $[A B]$ has Toeplitz or Hankel structure. In this section,
we will use STLN to find a low-rank approximation of $T + \Delta(\delta)W$
that preserves its specific structure.

In order to find a rank-r matrix that is of the form (4), we write
$T = [A B]$, where $A \in \mathbb{R}^{(M-1)\times r}$, $B \in \mathbb{R}^{(N-1)\times r}$
and $W = [F G]$, where $F \in \mathbb{R}^{M \times r}$, $G \in \mathbb{R}^{M \times (N-1-r)}$. Since both
$T$ and $W$ are given (they contain the measured TOAs), the pertur-
bation matrix for $T$ is given by $EW$ where $E(\delta)$ is of the form
(3). We will assume that $T$ and $W$ have full rank and, in addition,
that $\text{rank}(A) = \text{rank}(F) = r$. With this, our structured rank-r
approximation problem can be expressed as a constrained minimiza-
tion problem given by
\[
\min_{X,\delta} \| E W \|_F,
\]
subject to $(A + E F) X = B + E G$. 

In order to solve (6), we need the precise relation between $E$ and $\delta$. Let
$P_i \in \mathbb{R}^{M \times M_i}$, $i = 1, \ldots, M - 1$, be defined as
$P_i(j, k) = \begin{cases} 1, & \text{if } E(i, k) = \delta_i, \\ 0, & \text{otherwise}, \end{cases}$
so that $E = (P_1^T \delta, \ldots, P_{M-1}^T \delta)^T$. As a consequence, we have
\[
\| E W \|_F^2 = \| \delta^T (P_1 W, \ldots, P_{M-1} W) \|_2^2 = \delta^T Z \delta,
\]
where $Z = \sum_{i=1}^{M-1} P_i W W^T P_i^T$. Since $W$ has full rank $M$, we
conclude that $\| E W \|_F^2 \geq 0$ with equality if and only if $E = 0$, and thus $\delta^T Z \delta \geq 0$ with equality if and only if $\delta = 0$, where
$O$ and $0$ denote the zero element in $\mathbb{R}^{M \times (M-1)}$ and $\mathbb{R}^M$, re-
spectively. Hence, $Z \succ 0$ (positive definite) and symmetric having an
eigenvalue decomposition $Q \Lambda Q^T$ with $Q$ unitary and $\Lambda \succ 0$. As
a consequence, $Z$ has a (unique) decomposition $Z = D^T D$ with
$D = Q \Lambda^{1/2} Q^T \succ 0$ symmetric. With this, (6) can be expressed as
\[
\min_{X,\delta} \| D \delta \|_2,
\]
subject to $(A + E F) X = B + E G$. 

By introducing a sufficiently large penalty value $\omega$, we can solve (7)
by minimizing the (non-convex) unconstrained problem
\[
\min_{X,\delta} \left\| \frac{D \delta}{\omega \text{vec}(\rho(X, \delta))} \right\|_2^2,
\]
where $\rho(X, \delta) = B + E G - (A + E F) X$ and vec($\cdot$) is the vector-
ization operator; it stacks all columns of its input argument to form
a single column vector.

Solving (8) can be stated as minimizing the differentiable func-
tion $\xi$ given by
\[
\xi = \frac{1}{2} \| D \delta \|_2^2 + \frac{\omega^2}{2} \| \text{vec}(\rho(X, \delta)) \|_2^2.
\]
The first-order optimality condition for a (local) minimum of
(8) is that the gradient of $\xi$ with respect to the vector variables
$\delta$ and vec($X$) vanishes. In order to compute the gradient, we
need to express $EF X$ and $EG$ in terms of $\delta$ explicitly. Let
$Z = (z_1, \ldots, z_n) \in \mathbb{R}^{M \times n}$ for some $n > 0$. We then have
\[
E z_i = (P_1^T \delta, \ldots, P_{M-1}^T \delta)^T z_i
= (P_1 z_i, \ldots, P_M - z_i)^T \delta
= \Theta_z \delta,
\]
so that vec($E Z$) = $\Theta(\delta)$ with $\Theta_Z = (\Theta_{T_1}, \ldots, \Theta_{T_M})^T$. Moreover, let $q = N - 1 - r$ and diag$_q(Z)$ denote a block-diagonal matrix
with $q$ block-diagonal elements $Z$. With this, vec($\rho(X, \delta)$) can be expressed as
\[
\text{vec}(\rho(X, \delta)) = \text{vec}(B) + \Theta_G \delta - \text{diag}_q(A + E F) \text{vec}(X),
\]
Hence, the gradient of $\xi$ is given by
\[
\nabla \xi = D^T D \delta + \omega^2 \text{diag}_q(A + E F)^T \text{vec}(\rho(X, \delta)),
\]
or, equivalently, by
\[
\nabla \xi = \left( \nabla_{\text{vec}(X) \xi} \right) = J(\xi, \delta) \begin{pmatrix} D \delta \\ \text{vec}(\rho(X, \delta)) \end{pmatrix},
\]
where $J(\xi, \delta)$ is the Jacobian matrix of $\xi$ given by
\[
J(\xi, \delta) = \begin{pmatrix} D \\ \omega \Theta_G F X \end{pmatrix}.
\]
We want to find $X$ and $\delta$ such that (9) is zero, which can be done
iteratively using the Gauss-Newton method. In that case, the steps
$\Delta \delta$ and $\Delta X$ towards the minimum are given by
\[
J(\xi, \delta)^T J(\xi, \delta) \begin{pmatrix} \Delta \delta \\ \Delta X \end{pmatrix} = -J(\xi, \delta)^T \begin{pmatrix} D \delta \\ \text{vec}(\rho(X, \delta)) \end{pmatrix},
\]
where we can start the iterations with initial values $E = 0$ and $X = A^T B$, where $A^T$ denotes the pseudo-inverse of $A$. Despite the fact
that only first-order derivatives are used, the Gauss-Newton method
will ultimately achieve a quadratic rate of convergence [27]. It can be
shown [24] that under reasonable assumptions ($W$ having full rank
and rank($A + E F) = r$) $J_k^T J_k \succ 0$, which implies that (10) has a
unique solution which will be zero if and only if the left-hand side
of (10) is zero. Hence, convergence of the algorithm ($\Delta \delta, \Delta X \to 0$)
is equivalent to reaching a (local) minimum of $\xi$. The resulting
algorithm for solving (8) is summarized in Algorithm 1.

Some remarks are in place here. First of all, the fact that $J_k^T J_k \succ
0$, regardless of the values of $X$ and $\delta$, implies that if $\| \rho \|_F is su-
fficiently small with respect to $\omega$, we have that the Hessian matrix of $\xi$
$\nabla^2 \xi \succ 0$ for all $X, \delta$ [27], and the algorithm converges to the global
minimum at a quadratic rate of convergence. In practical situations
this requirement is always met since $\| \delta(0) \|_F$, the residual at iteration $k$, satisfies $\| \rho(k) \|_F \leq \| \rho(0) \|_F = \| B + E G - (A + E F) A^T B \|_F$
which will be relatively small for practical values of $\omega \gg 1$. Sec-
ondly, the assumptions for which $J_k^T J_k \succ 0$ hold, namely $W$ having
full rank and rank($A + E F) = r$, are generally satisfied in practical
situations since both $W, A$ and $F$ contain measured TOAs and can be
made rank deficient only by special construction.
Algorithm 1 Gauss-Newton method for solving (8).

Set $E = 0, \delta = 0$.

Compute $X = A^+ B$ and $\rho(X, \delta) = B + EG - (A + EF)X$.

while $(\|\Delta \delta\| + \|\Delta X\|) >$ threshold do

\[
\left( \Delta \delta \right) = J^+_s(X, \delta) \left( D\delta \omega_{\text{vec}}(\rho(X, \delta)) \right);
\]

$\delta := \delta + \Delta \delta$;

$X := X + \Delta X$;

Construct $E$ from $\delta$ and $\Theta_{G-FX}$ from $X$;

Compute $\rho(X, \delta)$ and update $J_s(X, \delta)$;

end while

<table>
<thead>
<tr>
<th>STLS</th>
<th>AM [17]</th>
<th>TNNR [19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau(s)$</td>
<td>$|\delta - \delta|^2$</td>
<td>$|\delta - \delta|^2$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$6.8 \times 10^{-1}$</td>
<td>$5.46 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$4.2 \times 10^{-4}$</td>
<td>$5.12 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$1.05 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$9.7 \times 10^{-14}$</td>
<td>$x$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$7.1 \times 10^{-18}$</td>
<td>$6.00 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.04$</td>
<td>$8.6 \times 10^{-16}$</td>
<td>$0.97 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.02$</td>
<td>$5.7 \times 10^{-20}$</td>
<td>$1.63 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.02$</td>
<td>$8.7 \times 10^{-17}$</td>
<td>$1.16 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.03$</td>
<td>$3.2 \times 10^{-14}$</td>
<td>$2.70 \times 10^{-12}$</td>
</tr>
<tr>
<td>$0.02$</td>
<td>$2.1 \times 10^{-16}$</td>
<td>$0.52 \times 10^{-12}$</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL RESULTS

In this section we present experimental results obtained by computer simulations. The first experiment compares the convergence behavior of the proposed method to the performance of the alternating minimization (AM) approach presented in [17], and the truncated nuclear norm regularization (TNNR) algorithm of [19]. To do so, we randomly distributed 7 receivers and 25 sources uniformly in a room of dimensions $4 \times 4 \times 2.5$ m. For each receiver, internal delays are generated according to a uniform distribution over the time interval $[0, 100]$ ms. The sound velocity was set to $c = 343$ m/s and the penalty value $\omega$ was chosen to be $10^5$. Table 1 shows the results of 10 such experiments for the proposed structured total least squares (STLS) algorithm, the AM algorithm, and the TNNR algorithm. For each algorithm the total execution time $\tau(s)$ (left column) and the resulting error $\|\delta - \delta\|^2$ (right column) are presented. In order to make a fair comparison between the methods, we stopped the iterations whenever the error in $\delta$ is less than $10^{-12}$. The reason that the STLS results have a much higher accuracy than $10^{-12}$ is because they only took 5-10 iterations, each iteration improving the result at a quadratic rate. The AM and TNNR algorithm, on the other hand, typically take a few thousands of iterations. In some cases, the AM and TNNR algorithm did not converge within the maximum number of allowed iterations (which was set to 100,000), which is indicated by the symbol x in the table. Clearly, the STLS algorithm has superior convergence properties as compared to both the AM and TNNR algorithm where we have a gain in execution time of a factor larger than 100.

The second experiment shows the sensitivity of the proposed method to measurement errors. To do so, we assume that measurement errors are due to a finite sampling rate of the sensor hard-ware. That is, we can measure the TOAs up to an accuracy of $\pm T_s/2$, where $T_s$ denotes the sampling period. We randomly distributed 8 receivers and 15 sources uniformly in a room of dimensions $4 \times 4 \times 2.5$ m, where we co-located the first source with one of the receivers. This is done since in that case there exists a closed-form expression for the source and receiver locations so that we exclude possible errors introduced by the non-linear optimization needed in case we did not co-locate one of the sources. For each receiver, internal delays are generated according to a uniform distribution over the time interval $[0, 10]$ ms and the sound velocity was set to $c = 343$ m/s. The measured TOAs are then computed as

$$t_{ij} = \frac{\|r_i - s_j\|}{c} + \delta_i + \nu_{ij},$$

where the measurement errors $\nu_{ij}$ are drawn randomly from a uniform distribution over the interval $[-T_s/2, T_s/2]$. The locations of sources and receivers were computed using the method described in [15]. Figure 1 shows the results (averaged over 100 realizations) in terms of the accuracy of the location (top plot) and the accuracy of the internal delays (bottom plot) and as a function of sampling frequency where the error bars indicate the standard deviation. At a sampling frequency of $f_s = 48$ KHz, the average error in sensor location is less than 0.6 mm (standard deviation less than 0.4 mm).

5. CONCLUSIONS

In this paper we considered the estimation of unknown internal delays in time-of-arrival measurements for localization of multiple sensors. In order to localize the sensors properly, the internal delays need to be estimated accurately. Existing methods for solving this problem are based on alternating minimization or the alternating direction method of multipliers, which both are known to converge slowly to accurate solutions. As an alternative, we proposed a method based on structured total least squares. We showed that under reasonable assumptions the algorithm is guaranteed to converge to the optimal solution and ultimately achieves a quadratic rate of convergence. Experimental results based on computer simulations showed the superior convergence behavior of the algorithm; the execution time is less than 1% of the execution time of existing methods while attaining an even higher accuracy.
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