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ABSTRACT

There is a growing interest in analyzing multineuron spike trains, which are spike timing data obtained from multiple neurons in the brain. Kernel methods have been successful in clustering and classification of single-neuron spike trains. We extend these methods to multineuron spike trains. Among various possible extensions, the mixture kernel was found to be most effective. The optimum parameter obtained from training this kernel was close to a biologically plausible value, suggesting that our approach is effective for seeking an appropriate model for the activity of a set of neurons.
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1. INTRODUCTION

A spike train is a sequence of time points indicating that a neuron fired action potentials [7, 21]. It is often assumed that most if not all information conveyed by one neuron to another is expressed in a spike train [20]. Spike trains are also important for applications such as brain machine interfaces (BMI), since the aim of such systems is to decode information conveyed by neurons and make direct communication possible between the brain and machines.

One of the most common goals of BMI is to distinguish the subject’s intent from different possibilities. In machine learning, this is called a classification task, and it can be performed when a distance is defined among observed data, in this case, spike trains. Thus, much work has been devoted to defining appropriate distances between spike trains [24, 12, 16, 5]. It has been pointed out, however, that rather than looking at distances between spike trains, considering their kernels could be more productive [17, 18]. This is because kernels can be used for various other tasks in machine learning, including regression, clustering and dimension reduction.

Recently, recordings of spike trains coming from multiple neurons are increasingly becoming common. Such data can be obtained either through multiple site recordings [1] or spike sorting [19]. The existing work, however, has only dealt with either distances between multiple neuron spike trains [4, 11, 10, 14, 1] or kernels on single neuron spike trains [17, 18]. The aim of this paper is to propose kernels for spike trains taken from multiple neurons. Specifically, we propose multineuron spike train kernels, which are kernels defined over the sets of spike trains obtained from multiple neurons. Like the original spike train kernels (single-neuron spike train kernels), these can be used in different machine learning tasks, including classification, clustering, dimension reduction, and prediction.

2. RELATED WORK

Various distances have been proposed for measuring the similarity between spike trains, including the Victor-Purpura distance [25], van Rossum distance [23], and ISI (Inter Spike Interval) distance [13]. There are also probabilistic models such as the one proposed by Dauwels et al. [6]. The Victor-Purpura distance is often called the edit distance, since it defines the distance between spike trains \( t \) and \( s \) as the minimum cost of creating \( s \) from \( t \) by a sequence of basic edit procedures [25]. In the van Rossum distance, spike trains are converted into continuous functions by convolution, and the squared difference of functions are integrated to give the distance [23].

Recently, there have been various proposals that define distances between multineuron spike trains. One example is the multineuron van Rossum distance proposed by Houghton and Sen [11, 10]. Kreuz et al. extended the ISI (inter-spike interval) distance to include multineuron spike trains [14]. Aronov et al. defined multineuron distances that are extensions of the Victor-Purpura distance [1]. Brown et al. gives an overview of different approaches in defining multineuron spike train distances [4].

3. METHOD

3.1. Spike train kernel

The memoryless cross intensity kernel (mCI kernel) \( k_\lambda \) defined below is a single-neuron spike train kernel proposed by Antonio Paiva [17, 18]. Our aim in this paper is to extend this scheme to multineuron spike trains.
\[ k_{\lambda}(\xi, \zeta) = \int dt \lambda_{\xi}(t) \lambda_{\zeta}(t) \]  

(1)

\( \lambda_{\xi} \) and \( \lambda_{\zeta} \) are intensity functions for spike trains \( \xi \) and \( \zeta \), respectively. It is common practice to express the intensity function by convolving the spike train and a smoothing function \( h \), as in \( \lambda(t) = \sum_{n=1}^{N} h(t - t^n) \). Here, \( t^n \) is the timing of the \( n \)th spike and \( N \) is the total number of spikes in the train. In our experiments, we used a Gaussian function for \( h \), since spike timings are assumed to have stochastic fluctuation, which could be modeled using a Gaussian. This is a very common choice in the analysis of spike trains.

### 3.2. Kernels on multineuron spike trains

Consider a case where spike trains are recorded at \( M \) sites, or channels. Let \( S \) be the set of all possible spike trains. We express a spike train taken from a neuron \( m \) by \( x_m \) and use \( x \) to express a tuple \((x_1, ..., x_M)\). In other words, \( x \in S^M = S \times ... \times S \), where \( S \) appears \( M \) times on the right hand side. We call \( x_m \) a component of \( x \).

The most general way to define a kernel in this space is to use the multineuron spike trains \( x \) and \( y \) directly as variables, without imposing any structure. Such a general kernel can be expressed as \( k(x, y) \). In order to make parameter estimation more tractable, however, we would like to impose some structure on it. Since we assumed that \( x \) and \( y \) have components, we can define a kernel on a pair of their components, \( x_m \) and \( y_n \). Such a kernel can be expressed as \( k_{mn}(x_m, y_n) \). This type of kernel is more restrictive than the general form \( k(x, y) \). For example, we can no longer consider a kernel that is dependent on more than one component for a single variable, such as \( k(x_m + x_{m'}, y_n + y_{n'}) \), where \( m \neq m' \) or \( n \neq n' \). We now define a kernel \( \tilde{k} \) whose components are kernels \( k_{mn} \).

\[ \tilde{k} = (k_{1,1}, k_{1,2}, ..., k_{1,M}, k_{2,1}, ..., k_{M,M})^T \]  

(2)

Since we assume that the value of a kernel is a real number, the codomain of \( \tilde{k} \) is \( \mathbb{R}^{M^2} \). Let \( f : \mathbb{R}^{M^2} \rightarrow \mathbb{R} \) be a function defined by repetitive application of operations that the positive definite kernels have the closure property with [22]. For example, \( f \) can be defined using the sum and product, since the sum and product of positive definite kernels are positive definite. A positive coefficient multivariate polynomial of the components of \( \tilde{k} \) is one example of \( f \). Using \( f \), we can construct a new kernel \( k_f \) as follows.

\[ k_f(x, y) = f(\tilde{k}) \]  

(3)

If we let \( f \) be any function consisting of operations with the closure property, it is difficult to determine a single function from a finite sized training data set. We therefore would like to restrict the form of \( f \) to make the parameter estimation tractable. In other words, we would like to think of a model restricting the degree of freedom of \( f \). In the following subsection, we give specific examples of multineuron spike train kernels defined by restricting \( f \) to specific forms.

### 3.3. Specific examples of multineuron kernels

**Mixture kernel:** One of the most natural ways to define a kernel on multineuron spike trains is to use a linear combination, or mixture, of the components of \( k \).

\[ k_P(x, y) = \sum_{m=1}^{M} \sum_{n=1}^{M} P_{mn} k_{mn}(x_m, y_n) \]  

(4)

Here, \( P_{mn} \) is a real scalar. We use \( P \) to denote a matrix whose \((m, n)\)th-entry is \( P_{mn} \). \( x_m \) and \( y_n \) are single neuron spike trains, and \( k_{mn} \) is a positive definite kernel for a pair of single neuron spike trains. In the following experiments, we used the memoryless cross intensity (mCI) kernel for \( k_{mn} \), but other kernels can be chosen as well. We will call \( k_P \) the mixture kernel. The off-diagonal entries of \( P \) indicate the interaction between different neurons. If \( P \) is a diagonal matrix, it means that spike trains from different neurons should be considered separately. When the diagonal entries and off-diagonal entries are all 1, it does not matter which neuron fires, so the neurons are interchangeable.

**Derived polynomial kernel:** A common way to extend a given kernel is to use the derived polynomial kernel [22]. In the definition below, \( r \) is an arbitrary real number, and \( p \) is a positive integer, and \( k \) is an arbitrary kernel.

\[ k_{r,p}(x, y) = (k(x, y) + r)^p \]  

(5)

In the experiment, we used a mixture kernel \( k_P \) for \( k \), but other kernels could be used as well. Increasing \( p \) results in a stronger non-linear effect. For a set value of \( p \), increasing \( r \) reduces the non-linearity. This is because when \((k(x, y) + r)^p \) was expanded and the expression was considered as a polynomial of \( k(x, y) \), the higher order terms would have relatively smaller coefficients compared with the lower order terms.

**R-convolution kernel for tuples:** Another kernel that can be constructed from component-wise kernels is the R-convolution kernel for tuples, defined below [8]. For \( k_{m,n} \), we can use a positive definite single-neuron kernel such as the mCl kernel.

\[ k_M(x, y) = \prod_{n=1}^{M} k_{m,n}(x_m, y_n) \]  

(6)

This model is less flexible than the previously mentioned ones because it lacks parameters to be adjusted.

### 4. EVALUATION

In this section, we first describe the evaluation criterion, and then compare the three proposed kernels defined in the pre-
vious section. We also compare the best performing multineuron spike train kernel with the single-neuron spike train kernel. Finally, we compare our proposal with a conventional multineuron distance measure. For implementation, we used Matlab.

Since the multineuron spike train kernel is a newly proposed concept in this paper, we ought to evaluate it by converting it to a distance. This will make a comparison with the existing multineuron distance measures possible. From a positive definite kernel \( k \), we can obtain a pseudo-distance \( d \), i.e., \( d(x, y) = \sqrt{k(x, x) - 2k(x, y) + k(y, y)} \) [17]. A good pseudo-distance is one that takes on a large value between elements belonging to different classes and takes on a small value for elements belonging to the same class. In such case, the classifier could effectively assign each element to different classes. In this respect, pseudo-distances can be evaluated in a same way as distances.

4.1. Evaluation using Fisher’s LDA

A classifier is a program that takes an observed data element and returns a class, to which the data element is assumed to belong to. In Fisher’s linear discriminant analysis (FLDA), one seeks a weight vector \( w \) that maximizes the objective function \( J(w) = \frac{w^T S_B w}{w^T S_W w} \) [3]. \( S_B \) is called the between-classes variance and \( S_W \) is called the within-class variance. The reason for using this objective function \( J(w) \) is to maximize the ratio of the between-classes variance \( w^T S_B w \) and the within-class variance \( w^T S_W w \) when sample vectors \( \{v_i\} \) are projected to a one-dimensional space using \( w \). In this paper, since we are evaluating distances, they are always non-negative real numbers. In other words, sample vectors are present in the 1-dimensional real vector space \( \mathbb{R} \). There is no need to project them using \( w \). Therefore, \( w \) can be considered to be a scalar constant and can be removed from the objective function. As a result, we get \( J(w) = \frac{S_B}{S_W} \), where \( S_B = (\mu_2 - \mu_1)^2 \) and \( S_W = S_1 + S_2 \). Here, \( \mu_1 \) and \( \mu_2 \) are vectors representing the sample mean for elements in class 1 and class 2, respectively. \( S_1 \) represents the variance of elements belonging to class 1 and \( S_2 \) is that for class 2. Although \( J \) is no longer a function of \( w \), it depends on the distance \( d \). Indeed, \( (\mu_2 - \mu_1)^2 \), \( S_1 \), and \( S_2 \) depend on the distance being used. Since \( J \) is the measure for the “separateness” between classes, we use it to compare different distances. We would like to find the distance that maximizes \( J \).

We use spike train recordings to evaluate distances in the following way. Let \( Q \) be the set of conditions and \( X \) be the set of all trials. In the multineuron case, a trial consists of spike train recordings taken from multiple sites. Let \( q \in Q \) represent a condition. If the set of trials recorded under condition \( q \) was represented by \( X_q \), we can get a set of distances \( \{d(x, y)\}_{x, y \in X_q} \). This set makes a class to be used in FLDA. We can also obtain a set \( \{d(x, y)\}_{x \in X_q, y \in X_\neg q} \) which will make another class for FLDA. We use these two classes to calculate the objective function \( J \). Algorithm 1 illustrates the evaluation procedure.

**Algorithm 1 Evaluation of distances**

| for each condition \( q \) in \( Q \) |
| for each data \( x \in X_q \) |
| for each data \( y \in X_q \setminus \{x\} \) |
| create a sample at \( d(x, y) \) with the class label 1 |
| for each data \( y \in X \setminus X_q \) |
| create a sample at \( d(x, y) \) with the class label 2 |

**4.2. Data set**

We used multineuron spike train data described in Aronov et al. [11], which is available publicly. It is recorded at the V1 (primary visual field) of a macaque monkey when spatial sinusoidal grating waves were presented. The recordings were made at two sites, i.e., \( M = 2 \). The experiment was performed under four conditions, each corresponding to a specific spatial phase, namely \( 0, \frac{\pi}{2}, \pi, \) and \( \frac{3\pi}{2} \). For each condition, 64 trials were carried out, each trial lasting 1 second.

**4.3. The effect of \( \sigma_h \) on the mixture kernel**

To evaluate the effect of the parameter, we changed \( \sigma_h \in [0, 1] \), which is the scale parameter for the Gaussian smoothing function \( h \). The unit for \( \sigma_h \) is in seconds. For \( P \), we used the identity matrix. Figure 1 shows the results.

![Fig. 1. Changing \( \sigma_h \) of the mixture kernel](image)

\( J(\sigma_h) \) was maximized near \( \sigma_h = 0.0224 \), i.e., at 22.4 ms. Surprisingly, this value is close, at least in the order of magnitude, to the time constant of the smoothing function used in the synapse model proposed by Conor Houghton, which used \( \tau = 12 \) ms [9, 12]. Moreover, Narayan et al. applied the van Rossum distance to spike recordings from zebra finches and obtained the highest performance when the time constant \( \tau \) of the decaying exponential kernel was set to 12.8 ms [15]. In other words, although we did not put any biological considerations into our model, it nonetheless resulted in biologically

---

plausible values. This indicates that some of the basic parameters in the modeling of neurons could be revealed using multineuron spike train kernels.

4.4. The effect of $P$ on the mixture kernel

We changed $P$ to see its effect. Since there is no prior information about each recording site, we only considered the “fair” case, where all of the diagonal entries are equal to each other and the off-diagonal entries are equal to each other as well. The diagonal entries were set to 1, and the off-diagonal entries were set to $a$. In other words, $P = (1-a)I + a11^T$. In the experiment, we searched for the value of $a \in [-1, 1]$ where $J(a)$ is maximized. $a_{h}$ was set to 0.0224, since this was the best value obtained in the previous experiment. The result indicated in Figure 2 shows that the objective function $J(a)$ is maximized when $a$ is near zero, although slightly negative. It may be due to two spike trains carrying different information, therefore summing the kernels decreases $J(a)$.

![Fig. 2. Changing $a$ of the mixture kernel](image)

4.5. Effect of $r$ on the deduced polynomial kernel

For $r \in [0, 1000]$, $J(r)$ was monotonically increasing and was maximized at $r = 1000$. As can be seen from Equation 5, the large value of $r$ means the lower order terms of the polynomial are relatively larger than the higher order terms. This indicates that the higher order terms are less important, and the mixture kernel is sufficient at least for this data set. We would like to test other possible polynomial kernels in future work.

4.6. Effect of $a_h$ on the R-convolution kernel

For the R-convolution kernel for tuples, the maximum value $J = 1.364 \times 10^{-6}$ was obtained when $a_h = 0.0630$. For the mixture kernel, we obtained a higher value, namely $J = 2.480 \times 10^{-5}$. This indicates that the mixture of interactions is a better model than their product.

4.7. Comparison of single-neuron and multineuron mCI

Next, we compared the performance of the multineuron mCI with that of the single-neuron mCI. In Figure 3, the solid line is the result for the multineuron mCI, based on the mixture kernel. The dotted line and broken line are for the single-neuron mCI, taken from each of the two recording sites. It is clear that $J$ is much higher for the multineuron mCI.

![Fig. 3. Single-neuron mCI and multineuron mCI](image)

4.8. Comparison with other distance measure

Since the mixture kernel performed best among proposed kernels, we compared it with a conventional method, the multineuron van Rossum distance. To calculate the latter, we used a program implemented by Thomas Kreuz210. When we used their original parameter settings, namely $rsd_{tc} = 0.005$ and $cosalpha = 0.5$, we got $J = 2.995 \times 10^{-6}$. For the mixture kernel, which obtained $J = 2.480 \times 10^{-5}$, turned out to perform better in terms of separating the spike trains obtained under different conditions.

5. CONCLUSION

We proposed multineuron spike train kernels and compared their performance with an existing measure on multineuron spike train distance. The results showed that the mixture kernel performs the best. We also obtained optimal parameters that correspond to biologically plausible values. Such parameters can be used for large-scale simulations of realistic neural networks. Selecting a kernel corresponds to choosing a model of neural coding. Since models that best describes the activity of neurons are what many theoretical neuroscience researchers are seeking, it indicates the value of pursuing the research on multineuron spike train kernels.

In future work, we plan to evaluate the performance of the kernel more directly, without converting it into a distance. This will make it impossible to compare with existing distance measures, but its absolute performance can still be measured. Also, we plan to test our method using other data sources, both real and simulated.
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