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ABSTRACT

Detecting movement intentions from Electroencephalography (EEG) signals and extracting intended kinetic information such as force and speed may have implications for rehabilitation with assistive technologies by casually linking afferent feedback from the assistive device with the cortical generated movement potentials. However, extraction and classification of kinetics from the ‘movement intention’ (before task onset) on a single-trial basis have only been performed with limited performance due to low signal-to-noise ratio and large trial-to-trial variability. The aim of this study was to investigate a covariate shift method to address the basic challenge of non-stationarity (changes from session to session and trial-to-trial variability) for decoding different levels of speed and force. We tested this method using cross-validation procedures and a linear support vector machine to classify temporal features associated with two levels of force and speed in 9 subjects. The classification accuracy obtained across different class pairs across subjects was 73.1 ± 6.8 % and 70.0 ± 3.6 % with and without the covariate shift method, respectively. The classification accuracy was significantly higher ($p < 0.03$) using the covariate shift method.

Index Terms— Covariate shift, movement-related cortical potentials, brain-computer interface, speed, force.

1. INTRODUCTION

In the last decade brain-controlled devices, commonly known as brain-computer interfaces (BCIs), have emerged as an augmentative tool for rehabilitation to improve or restore the ability of movement-impaired individuals [1]. It has been reported that coincident activation of the brain from somatosensory feedback (from a single pulse electrical stimulation) and motor imagination can promote plastic changes associated with those seen in motor relearning [2] for different patient groups e.g. stroke. This idea was implemented as a BCI by detecting the movement intention of movement-related cortical potential (MRCP) that triggered electrical stimulation [3]. Instead of triggering a single pulse electrical stimulation, the detection of the movement intention can trigger functional electrical stimulation or a robotic device that can replicate a certain movement. However, to replicate the intended movement information about speed and force must be extracted before task onset, and in this way correct afferent feedback can be provided by the assistive device according to the movement intention. This will close the motor control loop and provide the BCI with more degrees of freedom that can be used to introduce variable training that can maximize the retention of re-learned movements during rehabilitation of stroke patients [4].

The extraction of the kinetic information from a limb is impeded by the inherent problem of non-stationarity in EEG signals. This is a big hindrance in the robustness of BCI systems which can be used for rehabilitation. This problem even becomes more challenging if a less number of electrodes is used, which would be desirable for a quick EEG setup in a clinical setting. The factors contributing to the non-stationarity of EEG data are changes in user attention level during sessions, fatigue and differences in the impedance of electrodes due to their positioning. Hence, the EEG distributions change from one session to another and even within a single session illustrating the non-stationarity of the data [8].

However, in standard supervised machine learning algorithms the prior probability ($p(x)$) is assumed to remain the same during the training and testing phase. The situation where the prior probability changes between training and testing is called covariate shift [9]. In this situation, an adaptive BCI system can be designed in a way, so that it can adjust itself in case there is a shift in the data. In a previous study, the covariate shift has been applied for a two-class problem (discrimination between a movement or an idle state) using
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event related synchronization in the beta band which appear after termination of the movement [10]. In this paper, only time domain features from the movement intention are extracted to classify force and speed into different levels. The features are classified with an SVM classifier with a linear kernel. The aim of this study was to compare the performance of the SVMs with and without the use the covariate shift method.

2. METHODOLOGY

2.1. Subjects

Nine healthy subjects (1 female and 8 males 29 ± 6 years old) participated in this study. A informed consent was taken from all the subjects before participation. The procedures were approved by the local ethical committee (N-20100067).

2.2. Experimental Protocol

Subjects were seated in a chair with their right foot fixated to a pedal where a force transducer was attached. They were instructed to perform maximum voluntary contractions (MVCs) followed by four different tasks of real isometric dorsi-flexions of the right ankle: i) 0.5 s to reach 20 % MVC (f20) ii) 0.5 s to reach 60 % MVC (f60), iii) 3 s to reach 20 % MVC (s20) and iv) 3 s to reach 60 % MVC (s60). A custom made program called Follow Me by Knud Larsen, Aalborg University, was used to assist the subjects cues to perform the movements with correct level of force and speed by providing cues. The subjects were instructed to follow a particular force trace (see Fig: 1). They received visual feedback of their performance during the experiment. Each of the four tasks was repeated 50 times in blocks which were randomized.

2.3. Signal Acquisition

EEG

Only ten channels of monopolar EEG were continuously recorded using scalp electrodes with a sampling rate of 500Hz. The 20 mm Blue Sensor Ag/AgCl, AMBU A/S, Denmark electrodes were placed on the scalp according to the international 10-20 system at FP1, F3, F4, Fz, C3, C4, Cz, P3, P4 and Pz locations. The reference and ground electrodes were placed on the right earlobe and at nasion, respectively. The EEG was divided into epochs using a trigger that was sent from Follow Me at the beginning of each trial (at the beginning of the preparation phase in Fig. 1) to the EEG amplifier. FP1 was used to record EOG activity.

Force and MVC

The recordings for force were made using Mr. Kick (Knud Larsen, SMI, Aalborg University) and used as input to Follow Me. The force was sampled at 2000 Hz. A total of three MVCs were recorded with a rest of one minute from one contraction to another. The MVC having the highest value was used.

Pre-processing

A 2nd order Butterworth filter was used to bandpass filter the EEG signal from 0.05 to 10 Hz and spatially filtered with a Large Laplacian spatial filter.

2.4. Classification of Movements

Feature extraction

Epochs having EOG activity greater than 125 µV were rejected (=6 per task). The single-trial movement intentions (2000–100 ms before the task onset) were used to extract six temporal features to predict the intended movement type. The following features were extracted: i) point of max. negativity, ii) mean value of amplitude, iii) and iv) slope and intersection of a linear regression using data from the entire interval, v) and vi) slope and intersection between 500–100 ms of a linear regression before the task onset (see Fig. 2).

Covariate shift

Under the conditions of covariate shift, the prior probability $p(x)$ changes between the training and testing data where the data is assumed to be generated by the model $p(y|x)p(x)$. In this situation, the training data will not accurately represent the statistics of the test data. In the case of covariate shift in
the data, we would like to assign more weight to those training samples that give the most information about the test data. The goal is to estimate importance weights (IW) from training \((x_{tr}^t)\) and test samples \((x_{te}^t)\) such that:

\[
\beta(x) = p_{te}(x)/p_{tr}(x)
\] (1)

where \(\beta(x)\) are the IWs. By using these IWs to weight the training data, we push the learning algorithm towards those training samples that give best representation of the test data.

However, estimating the probability distributions for multidimensional data is always a challenge. In this paper, we propose to use Gaussian kernels to transform the input data into high dimensional space. Kernel mean matching (KMM) is used to minimise the difference between the training and testing data distributions in the transformed domain. The objective function \((J)\) is given by the difference of the two empirical means of training \((n_{tr})\) and testing \((n_{te})\) data samples:

\[
J(\beta) = \min_{\beta} \left[ \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \beta_i \Phi(x_{tr}^t) - \frac{1}{n_{te}} \sum_{i=1}^{n_{te}} \Phi(x_{te}^t) \right]^2
\] (2)

subject to \(\beta_i \in [0, B]\) and \(\frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \beta_i - 1 \leq \epsilon\),

where \(B > 0\) and \(\epsilon > 0\) are tuning parameters and \(\Phi\) is the Gaussian basis function. The objective function can be expanded into a quadratic programming problem to find suitable \(\beta\) as:

\[
\min_{\beta} \frac{1}{2} \beta^T K \beta - \kappa^T \beta,
\] (3)

subject to \(\beta_i \in [0, B]\) and \(\sum_{i=1}^{n_{tr}} \beta_i - n_{tr} \leq n_{tr} \epsilon\),

where \(K_{ij} = k(x_{tr}^t, x_{te}^t)\) and \(\kappa_i = \frac{n_{te}}{n_{tr}} \sum_{j=1}^{n_{te}} k(x_{tr}^t, x_{te}^t)\) and \(k\) is the Gaussian kernel.

For complete mathematical and algorithmic details of IWSVMs, readers are referred to [12]. The only difference between the standard SVM and IWSVM is the limit on the Lagrange multipliers \((\alpha_i)\). This IWSVM is going to adapt the decision boundary to consider the IWs calculated from the training and testing data. This type of SVMs should perform better than a standard SVMs if there exists a data shift in the input data.

3. RESULTS

The 3-fold cross-validation was used to calculate the classification accuracy of each task pair (fast 20% MVC (f20) versus fast 60% MVC (f60) etc.). The results are presented in Fig. 3. The best performance was obtained when the linear SVM was used in combination with covariate shift methodology for f60-s60 class pair (79.3 ± 8.7%). On average across the subjects and the six task pairs linear SVM with covariate shift methods gave classification accuracy of 73.1 ± 6.8%, whereas linear SVM without the covariate shift method gave 70.0 ± 3.6% of classification accuracy. A two-way analysis of variance (ANOVA) with factors methods (linear SVM with and without covariate shift) and six class pairs (f20-f60, f20-s20, f20-s60, f60-s20, f60-s60, and s20-s60) showed significance improvement \((F(1, 8) = 6.27, p < 0.03)\).

4. DISCUSSIONS

In this paper, we have proposed to use covariate shift to deal with the non-stationarity of EEG signals from one session to
it is a known fact that the neural signals generated in self-paced scenarios are different compared to those obtained in cue based scenarios [13]. In this paper, the level of force and speed was precisely controlled across subjects using a cue based system. One of the issues with KMM methodology used in this paper is that it requires the testing data to be available before the IWs can be calculated. Therefore, data recorded from previous sessions can be used to train the IWSVMs. In future, we would like to make covariate shift methods incremental and adaptive to make them directly applicable to online BCI systems.
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