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ABSTRACT

This paper describes a design approach of Ambisonic reproduction system based on dynamic gain parameters (DGP). In the conventional approaches, the fixed gain parameters are often optimized to minimize the overall objective function for whole 360° sound stage. The proposed approach has an advantage that the gain parameters vary with angles of source objects. The problem of optimization tradeoff among different angles is overcome by DGP, which achieves an optimal solution in each position. Source localizations of the B-Format signals were estimated in frequency bands in order to match the corresponding gain parameters. For the synthesized signals, the process was simplified by the given spatial information. Using the head-related transfer function (HRTF) analysis, the proposed approach was found to be significantly better than reference approaches in interaural time difference (ITD) and interaural level difference (ILD).

Index Terms— Spatial Audio Processing, Ambisonic, Irregular Loudspeakers Reproduction, HRTF Analysis

1. INTRODUCTION

Spatial audio processing aims at reconstructing the sound field perceived as realistically as possible in natural hearing [1]. Ambisonic technology is known as one of the best spatial audio system for capturing and reproducing a sound field, which pioneered by Michael Gerzon [2]. The main advantage of Ambisonic is that the recorded signals are absolutely independent of loudspeakers reproduction process, regardless of the number of loudspeakers and rules of layouts. Ambisonic reproduction systems are applied to transform the recorded signals into a number of sound channels driving loudspeakers. The gain parameters, namely the decoder coefficients, are computed as linear weights of the recorded signals on the basis of different loudspeaker arrays. And each channel signal is derived by combining the recorded signals with relevant gain parameters.

There are two strategies for deducing gain parameters: one is pseudo-inverse matrix for regular loudspeaker arrays [3]; the other is an optimization method for irregular loudspeaker arrays. For regular loudspeaker arrays, such as square array, spatial information can be perfectly recovered by pseudo-inverse matrix. However, for irregular loudspeaker arrays, such as ITU5.1 layout, the gain parameters are harder enough to be derived compared to regular arrays. An effective solution had been proposed by Wiggins [4], where the Tabu search algorithm was used for determining gain parameters to minimize overall objective function according to psychoacoustic criterion, namely Gerzon’s localization theory [5]. Furthermore, heuristic genetic algorithm (HGA) [6] has been employed to search the optimal solution in terms of localization and uniform distribution of volume for all surround angles. More recently, Heller [7] explicitly analyzed the implementation, which derived the gain parameters from non-linear optimization (NLopt) software library for arbitrary arrays.

Among the existing approaches, the fixed gain parameters bear a mutual contradiction between different angles. As a result, the gain parameters get an average localization performances for the whole 360° surround. However, the objectives cannot be optimized efficiently for each position of 360° surround sound field. Especially, spatial information inevitably has a poor performance at the sides of listener performance for high-frequency component of sound. Moreover, it produces a huge waste in some directions where sound objects do not exist. For example, compared to frontal loudspeakers, the gain parameters of rear loudspeakers still give equal level values for the sake of balancing overall performance when sound objects are rendered ahead of the listeners. It is not necessary for optimizing objective function corresponding to these directions. In this paper, DGP is introduced to address this problem. When sound objects locate in various positions, different gain parameters should be applied to reproduce the sound field. There is a one-to-one correspondence between DGP and the angles of sound sources. Therefore, DGP provides an optimal localization performance for each audible position.

The remainder of this paper is organized as follows: The proposed method is presented in Section 2. A simplification of the synthesized signals is discussed in Section 3. HRTF analysis results of DGP applied to ITU5.1 layout are given in Section 4, while the conclusions are drawn in Section 5.
2. AMBISONIC RENDERING BASED ON DGP

Block diagram of Ambisonic reproduction system based on DGP is shown in Fig.1. The system consists of two stages: one is the training stage which obtains a set of DGP $K(\theta)$ on the basis of loudspeaker layouts; the other is the real-time rendering stage which combines the B-Format signals with DGP to reconstruct the sound field. In this Section, both two stages are described under the criterion of Gerzon’s localization theory. The present work is limited to reproduce the B-format signals in horizontal arrays because the major of Ambisonic recordings are first order. However, there is nothing that limits the approach presented to an arbitrary order.

2.1. Gerzon’s localization theory

The crucial models of auditory localization are the acoustic particle velocity model and the acoustic energy-flow model, respectively proposed by Makita [8] and De Boer [9]. Gerzon posits that the two models are able to generalize various aspects of auditory localization. In Ambisonic, they are commonly referred to as the velocity vector ($R_v$) and energy vector ($R_e$) models, separately related to low-frequency (<700Hz) and high-frequency signals. The relationship between the two models and the gain parameters can be described as follows:

$$R_v(\theta) = \frac{UK}{P}$$

where $K$ is a vector made up of gain parameters, $K = [k_1 k_2 \ldots k_M]^T$, and $M$ is the number of loudspeakers. $P$ is the sum of the elements of $K$, and $E$ is the sum of the squared $K$. Besides, the symbol “o” denotes element-by-element multiplication. The azimuth information of loudspeakers $U$ is given by:

$$U = \left[ \begin{array}{cccc} \cos \theta_1 & \cos \theta_2 & \ldots & \cos \theta_M \\ \sin \theta_1 & \sin \theta_2 & \ldots & \sin \theta_M \end{array} \right]$$

where $\theta_j$ denotes the angular position of the $j^{th}$ loudspeaker.

Based on this, an optimum criterion is used to assess accuracy and stability of localization which satisfies the following three equations:

$$|R_v(\theta)| = |R_e(\theta)| = 1$$ (4)

$$\theta_v = \arg(R_v(\theta)) = \theta_e = \arg(R_e(\theta)) = \theta$$ (5)

$$P(\theta) = \text{cons}$$
$$E(\theta) = \text{cons}$$ (6)

where $|R_v|$ and $|R_e|$ predict the stability and compactness of sound image, and the equation (4) describes the best performance of $|R_v|$ and $|R_e|$. $\theta_v$ and $\theta_e$ are supposed to agree with the direction of orginal sound source. $P$ and $E$ should be constant in order to maintain consistency for volume of all directions.

2.2. Training stage of DGP

The general idea of DGP is that different gain parameters should be applied to reproduce the sound field when sound objects locate in various positions. Each group of DGP only focuses on optimizing one direction. A set of DGP is trained by genetic algorithm [10] and each group corresponds to each angle. Localization blur theory shows that human hearing has a limited resolution in locating sound objects, and the highest perceptual localization resolution is approximately about 1° [11]. Thus, the set of DGP is made up of 360 groups. In order to decrease the complexity of search process, the training times can be reduced to the half, that is, only 180 groups are trained due to $K(\theta)=K(2\pi-\theta)$ if loudspeaker layouts are bilateral symmetry. DGP obtains the optimal objective value for each audible angle, and overall objective value certainly decreases. From this, DGP has better localization performance than the existing approaches, especially at the back side of the listener.

According to Gerzon’s localization theory, the six functions of evaluating spatial performance are calculated for each azimuth and determined as follows:

$$V_{LF}(\theta) = \left[ \begin{array}{c} P(\theta) \\ E(\theta) \end{array} \right]$$
$$V_{HF}(\theta) = \left[ \begin{array}{c} P(\theta) \\ E(\theta) \end{array} \right]$$

$$M_{LF}(\theta) = \left[ \begin{array}{c} |R_v(\theta)| \\ |R_e(\theta)| \end{array} \right]$$
$$M_{HF}(\theta) = \left[ \begin{array}{c} |R_v(\theta)| \\ |R_e(\theta)| \end{array} \right]$$

$$A_{LF}(\theta) = \left| \theta - \theta_v \right|$$
$$A_{HF}(\theta) = \left| \theta - \theta_e \right|$$ (7)
In order to optimize these functions simultaneously, the weighted sum of six functions should be calculated as ultimate optimization objective, i.e.,

$$O_{\text{objective}}(\theta) = w_1V_{1\theta}(\theta) + w_2M_{1\theta}(\theta) + w_3A_{1\theta}(\theta) + w_4V_{2\theta}(\theta) + w_5M_{2\theta}(\theta) + w_6A_{2\theta}(\theta) \tag{8}$$

The six weights \([w_1, w_2, ..., w_6]\) are introduced to address the problem of objectives dominance in case that one of the functions dominates the search. The genetic algorithm optimizes \(O_{\text{objective}}(\theta)\) for each audible angle because the optimization objective is dependent of angles. A set of DGP obtained from genetic algorithm will be applied to reproduce the sound field.

### 2.3. Rendering stage for the B-Format signals

The directions of sound objects need to be analyzed from the B-Format signals. The proposed method is based on the assumption that the listener cannot discriminate two sound objects from different directions within a critical band at time instances, and only one of source direction is typically able to be localized by the listener. This is in line with psychoacoustic results made by Perrot [12] and a recent proposed auditory model for source localization [13]. From this assumption, short-time Fourier transform (STFT) has been used to divide signals into frequency bands. The azimuth \(\theta(\omega)\) of sound object is estimated as follows:

\[
\theta(\omega) = \begin{cases} 
\arctan \frac{Y(\omega)}{X(\omega)} & \text{if } Y(\omega) - W(\omega) \geq 0 \\
\arctan \frac{Y(\omega)}{X(\omega)} + \pi & \text{if } Y(\omega) - W(\omega) \geq 0 
\end{cases} \tag{9}
\]

Given the loudspeakers layouts, such as ITU 5.1 layout, the set of DGP is attained from the training stage. Then, a mapping between gain parameters and \(\theta(\omega)\) should be found. The DGP \(K(\theta)\) is applied to reconstruct the sound field in the frequency domain, given as:

\[
g_j = \begin{bmatrix} k_1(\theta) & k_2(\theta) & k_3(\theta) \\
k_4(\theta) & k_5(\theta) & k_6(\theta) \\
k_7(\theta) & k_8(\theta) & k_9(\theta) \\
k_{10}(\theta) & k_{11}(\theta) & k_{12}(\theta) \end{bmatrix} \begin{bmatrix} W \\ X \\ Z \end{bmatrix} \tag{10}
\]

Finally, the resulting frequency representations of loudspeakers are transformed back to time domain based on the inverse STFT. A further investigation of analysis with the B-Format signals can be found in [14].

### 3. SIMPLIFICATION FOR THE SYNTHESIZED SIGNALS

There are two ways to produce B-Format signals, one is that real sound field is recorded with soundfield microphone or an equivalent microphone array; the other way is that virtual sound field is synthesized using synthetic equation which is equivalent to a model of recording. The directions of sound sources are estimated in frequency domain for the recorded signals, while the synthesized signals artificially provide the directions of sound sources.

Different from the recorded signals, DGP approach is simplified for the synthesized signals, because it implies the azimuths of sound objects. The block diagram of DGP is shown in Fig.2. The azimuths do not need to be analyzed in the frequency domain, and the whole processes are implemented in the time domain.

The B-Format signals are synthesized by using synthetic equation for monophonic signals as follows:

\[
\begin{bmatrix} W \\ X \\ Y \\ Z \end{bmatrix} = \begin{bmatrix} 1/\sqrt{2} & 1/\sqrt{2} & ... & 1/\sqrt{2} \\
\cos \theta \cos \epsilon & \cos \theta \cos \epsilon & ... & \cos \theta \cos \epsilon \\
\cos \theta \sin \epsilon & \cos \theta \sin \epsilon & ... & \cos \theta \sin \epsilon \\
\sin \epsilon & \sin \epsilon & ... & \sin \epsilon \end{bmatrix} \begin{bmatrix} S_1 \\ S_2 \\ S_3 \\ S_4 \end{bmatrix} \tag{11}
\]

where \(S_i\) is the \(i\)th monophonic signal, and \(N\) is the number of monophonic signals. The direction information \((\theta, \epsilon)\) is artificially given. For horizontal-only reproduction systems, the \(Z\) signal is ignored and \(\cos(\epsilon)\) is set to 1.

The single sound object is reconstructed from \(W, X, Y\) which correspond to the azimuth \(\theta\). The compromised sound field of all sound objects is rendered by:

\[
g_j = \sum_{i=1}^{N} g_{ij}(\theta) \tag{12}
\]

where \(N\) is the number of sound objects, and \(g_j\) stands for reproduction signal of the \(j\)th loudspeaker.

### 4. PERFORMANCE EVALUATION

The objective test shows the examples for ITU 5.1 (rear loudspeakers at ±115°), as defined in BS.775 [15], because it is a configuration that others have worked on and therefore provide a good benchmark of DGP approach. HRTF analysis is an effective method which objectively evaluates the localization performance of reproduction systems. Compared to the graphs of velocity vector and energy vector, the results are closer to the sense of auditory experience. In the test, binaural signals are obtained by convoluting reproduction signals \(g_j\) with the corresponding head-related impulse responses (HRIR), presented in Fig.3. The HRIR data used are those measured by Gardner and Martin [16].
Fig. 3. The Conversion Relationship Between Ambisonic Signals and Binaural Signals

The auditory model is used to estimate the ITD and ILD cues of real sources and Ambisonic reproduction systems [17]. 13 equally spaced angles from horizontal plane were evaluated (i.e. 0°, 30°, 60°, ..., 360°). The proposed approach was compared with three kinds of typical Ambisonic reproduction systems: Basic decoder, Max RE, and NLopt [7] reproduction systems.

Fig.4 shows the estimated ITD and ILD cues of the four reproduction systems. The red and blue lines respectively mean ITD and ILD of the real source and the Ambisonic reproduction system. The green line stands for the difference between real source and Ambisonic, and the dotted line represents a zero baseline. Corresponding to Fig.4, Table.1 and Table.2 separately display the unsigned ITD and ILD errors for each reproduction system, and $\mu$ means the average errors.

The results show that DGP performs the best compared to other three systems. Both ITD and ILD are the closest match to the real source, especially at the side and rear of the listener. The ILD of DGP is slightly bigger than Max RE and NLopt when the source angle is 60°. This is because DGP has dominance for low-frequency signals in the direction. Appropriate weights should be investigated further.

5. CONCLUSIONS AND FUTURE WORK

A design approach of Ambisonic reproduction system based on DGP is proposed in this paper. On the basis of Gerzon’s localization theory, the advantage of DGP is that the objective is able to attain optimal value for each audible angle because the gain parameters vary with the directions of sound objects. Two types of the B-Format signals are addressed respectively to render sound field. In addition, DGP approach can also be applied to encode spatial aspects of sound which are transmitted or stored over a single or several channels carried with spatial information. The design is demonstrated by means of HRTF analysis. Both estimated ITD and ILD have good fit as the results of real sound sources. However, this paper only demonstrates that the B-Format signals could be reproduced based on DGP approach in ITU 5.1 layout. The proposed approach will be extended to assess arbitrary loudspeaker arrays with height for higher order Ambisonic signals in future work.
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