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Abstract

Probabilistic linear discriminant analysis (PLDA) has shown to be effective for modeling speaker and channel variability in the i-vector space for text-independent speaker verification. This paper shows that the PLDA scoring function could be formulated as model comparison between an adapted PLDA model and the universal PLDA. Based on this formulation, we show that a more robust adaptation could be attained by adapting the PLDA model through the use of minimum divergence estimate of speaker prior in the latent subspace. Experimental results on NIST SRE’10 and SRE’12 dataset confirm that the proposed method is effective in handling multi-session task. Notably, it is free from the covariance shrinkage problem typically found in the standard multi-session PLDA scoring.
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1. INTRODUCTION

Over the past few years, many approaches based on the Gaussian mixture model (GMM) in a GMM-UBM framework [1, 2] have been proposed to improve the performance of text-independent speaker verification system [3, 4]. Based upon the GMM supervector [5], the i-vector was proposed in [6] and soon became the mainstream front-end for speaker verification and spoken language recognition alike [7]. Similar to a GMM supervector, an i-vector is a fixed-length representation of a speech utterance, which is typically of variable length. Besides, an i-vector offers a much lower dimensionality than that of the GMM supervector. This allows channel compensation techniques, for instance, within-class covariance normalization [8], linear discriminant analysis (LDA) [9], and notably, probabilistic LDA (PLDA) [10] to be applied effectively with the low dimensional i-vectors.

With PLDA, a commonly used scoring method is based on the likelihood-ratio test between two hypotheses – whether the enrollment and test utterances are from the same or different speakers [11]. This leads to a symmetric scoring function whereby the roles of the enrollment and test utterances are interchangeable as far as the detection score is concerned. In this paper, we show that such PLDA scoring paradigm could be formulated in equivalent form as model comparison between an adapted and the universal PLDA models, much similar to the speaker adaptation in the classical GMM-UBM paradigm [1]. This new interpretation gives rise to the use of minimum divergence estimation for speaker adaptation proposed in this paper. For easier understanding, we illustrate the two scoring methods visually with probabilistic graphical model [9].

It is customary to assume that only one i-vector is available per speaker during enrolment. In this paper, we consider a more general setting, as in the recent NIST SRE’12 [12, 13], whereby multiple i-vectors are available for enrollment. Following the method as briefly described earlier (more details in Section 3), these i-vectors are used to adapt the universal PLDA to a speaker-specific PLDA model through a latent variable in the speaker space. One subtle problem with this procedure is the shrinkage of the posterior covariance when large numbers of enrollment i-vectors are available per speaker. This is particularly problematic when the i-vectors are highly correlated as they might be extracted from simultaneous multi-channel recordings, shorter duration cuts or exact replicas of other utterances. In this paper, we propose the use of minimum divergence [14] to address this problem. We show that minimum divergence estimation leads to a simple procedure of taking the empirical mean and covariance in the speaker space. The covariance matrix estimated in this manner is always lower bounded by a fixed value determined by the loading matrices of the PLDA.

The rest of this paper is organized as follows. Section 2 provides a brief review of i-vector and PLDA. In Section 3, we show, for the general case of multi-session, that PLDA scoring could be interpreted as model comparison between an adapted and the universal PLDA models. We then look into the problem of covariance shrinkage and address this issue with the help of minimum divergence estimation. Section 5 presents some experiment results. Finally, Section 6 concludes the paper.

2. I-VECTOR AND PLDA

2.1. I-vector extraction

The central idea of i-vector extraction is to find a fixed length, and usually reduced dimension, representation of a variable-length speech utterance [6]. The fundamental assumption is that the feature vector sequence is generated by a session-specific GMM. Let \( r \) be the session index, the mean supervector \( \mathbf{m}_r \) of the GMM is constrained to lie in the subspace with origin \( \mathbf{m} \), as follows
vector \( \phi_t \) is from the same target speaker or not. This question gives rise to the following hypotheses:

- \( H_0 : \phi_t \) and \( \{\phi_{r,s,i,...}\} \) are from the same speaker
- \( H_1 : \phi_t \) and \( \{\phi_{r,s,i,...}\} \) are from different speakers

The likelihoods of the two hypotheses can be evaluated using the models as shown in Fig. 1. More specifically, we compute their log-likelihood ratio, as follows

\[
I(\phi_t, \phi_{r,s,i,...}) = \log \frac{p(\phi_t | \phi_{r,s,i,...})}{p(\phi_t)}
\]

where each of the likelihood terms in the numerator and denominator is evaluated using (3). This is commonly referred to as the by-the-book multi-session PLDA scoring in the community.

### 3.2. Speaker model adaptation

One key signature of the PLDA scoring function in (4) is that no speaker model is involved. Detection scores are computed by comparing the training and test i-vectors through the use of the PLDA model in (3). In [17], it was shown that some redundant computation could be avoided, especially when multiple i-vectors are available for enrollment, by replacing \( p(\phi_t | \phi_{r,s,i,...}) \) in the numerator with \( p(\phi_t | \phi_{r,s,i,...}) p(\phi_{r,s,i,...}) \), which leads to

\[
I(\phi_t, \phi_{r,s,i,...}) = \log \frac{p(\phi_t | \phi_{r,s,i,...})}{p(\phi_t)}
\]

The numerator in (5) is now given by

\[
p(\phi_t | \phi_{r,s,i,...}) = \mathcal{N}(\phi_t | \mu + F \phi_{r,s,i,...} + GG^T + \Sigma)
\]

Here, \( \mu \) and \( L_r^{-1} \) are the posterior mean and covariance of the latent speaker factor \( \phi_t \sim \mathcal{N}(\phi_t | \mu, L_r^{-1}) \) estimated using the set of training i-vectors of speaker \( s \), as follows:

\[
\mu_s = L_r^{-1} \sum_{i=1}^{K} F (GG^T + \Sigma)^{-1} \phi_{r,s,i} \cdot \mu
\]

\[
L_r^{-1} = \left[ I + RF^T (GG^T + \Sigma)^{-1} F \right]^{-1}
\]

Notice that the number of training sessions, \( R \), could be different among speakers. For instance, \( R \) could be up to 100 in the context of NIST SRE’12.
The scoring functions in (4) and (5) are mathematically equivalent. Nonetheless, they provide different perspectives from which we could view a speaker detection task. Notably, the formulation in (5) brings in the notion of speaker model adaptation which is absent in (4). More specifically, (6) can be seen as the PLDA model adapted to a target speaker using the given set of training i-vectors. Comparing (6) to (3), $\mu + F m_{s}$ and $\text{FL}^{-1}F^{T} + GG^{T} + \Sigma$ are the adapted mean vector and covariance matrix of the speaker-dependent PLDA model. The expression in (5) can then be interpreted as the log-likelihood ratio between the matrix of the speaker-dependent PLDA model. The expression in (5) can then be interpreted as the log-likelihood ratio between the speaker-dependent PLDA model in (6) and the universal PLDA model in (3), in a way much similar to the idea of the universal background model (UBM) [1]. The major difference is that the background model in (3), in a way much similar to the idea of the speaker-dependent PLDA model in (6) and the universal background model (UBM) [1]. The major difference is that the PLDA model is adapted through a latent variable $h$, in the current case. Figure 2 illustrates this idea in the form of graphical model.

4. MINIMUM DIVERGENCE ESTIMATION OF SPEAKER PRIOR

To adapt a PLDA model to a target speaker, we first estimate the posterior mean $m_{r}$ and covariance $L_{r}^{-1}$ using (7) and (8), and substitute the results into (6). Clearly, the estimation of the first and second moments of the posterior distribution constitutes an important part of speaker adaptation. One major problem with the posterior estimation in (8) is the shrinkage of the posterior covariance $L_{r}^{-1}$ for large $R$ which in turn affects the estimation of $m_{r}$ in (7). This is particularly problematic when the training utterances are highly correlated, for instance, simultaneous multi-channel recordings, shorter duration cuts or exact replicas of other utterances. In the following, we advocate the use of minimum divergence [14] to address this problem.

4.1 Minimum divergence estimation

Consider the case where individual speaker has $R$ enrollment utterances. We extract one i-vector $\phi_{s}$ from each of these utterances. For each of the i-vectors, we compute the posterior distribution on the latent variable $h$ as follows

$$p(h | \phi_{s}) = \mathcal{N}(h | m_{s,r},L_{r}^{-1})$$

for $r=1,2,\ldots,R$,

where

$$m_{s,r} = L_{r}^{-1}F^{T}(GG^{T} + \Sigma)^{-1}(\phi_{s,r} - \mu)$$

and

$$L_{r}^{-1} = \left[I + F^{T}(GG^{T} + \Sigma)^{-1}F \right]^{-1}$$

are the posterior mean and covariance, respectively. Given (9), we seek for another Gaussian distribution $\mathcal{N}(h | \theta_{\text{MD}})$ that best represents the $R$ posterior distributions. Let $\theta_{\text{MD}} = \{y_{s},P_{s}^{-1}\}$ be its mean and covariance, the parameters could be obtained by minimizing the Kullback-Leibler (KL) divergence [9] of $\mathcal{N}(h | \theta_{\text{MD}})$ from the $R$ posteriors $p(h | \phi_{s})$, defined as follows

$$D(\theta_{\text{MD}}) = \frac{1}{2} \sum_{s} E \left[ \log \frac{\mathcal{N}(h | m_{s,r},L^{-1}_{s})}{\mathcal{N}(h | y_{s},P_{s}^{-1})} \right]$$

where the expectation is taken with respect to $\mathcal{N}(h | m_{s,r},L^{-1}_{s})$.

Notice that (12) is a sum of $R$ KL divergence measures between normal distributions, the solution of which is given by [18]:

$$D(\theta_{\text{MD}}) = \frac{1}{2} \sum_{s} E \left[ R \left( L^{-1}_{s} + S \right), P_{s}^{-1} \right] - \frac{R}{2} \log |P_{s}| + K$$

(13)

Here, $K$ is constant for a given dataset, while $S$ is data dependent:

$$S = \frac{1}{R} \sum_{s} (m_{s,r} - y_{s})(m_{s,r} - y_{s})^{T}$$

(14)

We solve for $\theta_{\text{MD}} = \{y_{s},P_{s}^{-1}\}$ by differentiating (13) with respect to $y_{s}$ and $P_{s}$, separately, and set the derivatives to zero. In particular, the minimum divergence estimates could be expressed in closed form, as follows

$$y_{s} = \frac{1}{R} \sum_{r} m_{s,r}$$

(15)

$$P_{s}^{-1} = L_{s}^{-1} + S$$

(16)

Different from that in (7) and (8), we estimate $R$ number of posteriors instead of one and find the set of parameters $\theta_{\text{MD}} = \{y_{s},P_{s}^{-1}\}$ that best describes the posteriors with minimum KL divergence. Notice that, $\{y_{s},P_{s}^{-1}\}$ can be seen as empirical estimate of mean and covariance of the speaker factor $h$ in the subspace spanned by the eigenvoice matrix $F$.

4.2 Speaker adaptation

From the Bayesian perspective, $\mathcal{N}(h | y_{s},P_{s}^{-1})$ can be seen as the adapted prior of the speaker factor $h$ from a non-informative one. Using $\mathcal{N}(h | y_{s},P_{s}^{-1})$ in place of the multi-session posterior $\mathcal{N}(h | m_{s,r},L^{-1}_{s})$, we have the adapted PLDA model for speaker $s$, as follows

$$p(h | y_{s},P_{s}^{-1},\theta_{\text{MD}}) = \mathcal{N}(h | y_{s},P_{s}^{-1})$$

(17)

It can be seen that, for the case when $R = 1$, $P_{s}^{-1}$ reduces to $L_{s}^{-1}$ while $y_{s}$ falls back to $m_{s,r}$, which makes the speaker model adaptation in (17) exactly identical to that in (6).

Comparing (16) to (8), the covariance estimate $P_{s}^{-1}$ consists of two parts – the posterior component $L_{s}^{-1}$ and an empirical component $S$. Both of them are free from the shrinkage problem as what will happen to $L_{s}^{-1}$ in (8) when large numbers of enrollment sessions are available for a particular speaker. More specifically, $L_{s}^{-1}$ in (11) is independent of $R$, while $S$ in (14) reflects the empirical covariance of i-vectors in the speaker space. For the case when all i-vectors (or enrollment sessions) are identical, $S$ becomes 0, and $P_{s}^{-1}$ takes the minimum value of $L_{s}^{-1}$. Using (10) in (15), we arrive at

$$y_{s} = L_{s}^{-1}F^{T}(GG^{T} + \Sigma)^{-1} \left( \frac{1}{R} \sum_{r} \phi_{s,r} - \mu \right)$$

(18)

Note that the empirical mean $y_{s}$ in the speaker subspace corresponds to the empirical mean $\sum_{r} \phi_{s,r}/R$ in the original i-vector space. As such, the proposed solution is similar to the conventional method in estimating $y_{s}$, except for that it has an additional empirical component $S$ in the covariance estimate.
5. EXPERIMENTS

Experiments were carried out on the NIST SRE’10 and SRE’12 datasets. For SRE’12, we focus on the Common Condition 2 of the core task where individual target speakers have one to over a hundred utterances for enrollment. For SRE’10, we focus on the Common Condition 5 of the 8conv-core task where each target speaker has eight utterances for enrollment. The performance was evaluated based on the equal-error-rate (EER) and the detection cost function (DCF) defined as \( C_{\text{DCF}} = P_{\text{fa}} P_{\text{miss}} (\theta) + (1 - P_{\text{fa}}) P_{\text{fa}} (\theta) \). We consider the minimum DCF at two different operation points, namely, DCF10 and DCF12. The probability of target, \( P_{\text{tar}} \), is set to 0.001 and 0.01 for DCF10 and DCF12, respectively. The minimum DCF is found by sliding the threshold \( \theta \) for different value miss and false alarm probabilities denoted as \( P_{\text{miss}} (\theta) \) and \( P_{\text{fa}} (\theta) \), respectively.

We used gender-dependent setup. The UBM’s consisting of 512 Gaussians (with full covariance matrices) were trained with NIST SRE’04 dataset. The acoustic features were 57-dimensional vectors of mel frequency cepstral coefficients (MFCC) with first and second derivatives appended. The total variability space, with a dimension of 400, was trained with the telephone data from NIST SRE’04, 05 and 06. For PLDA, the channel variability is modeled with two channel matrices, \( G_{\text{tel}} \) and \( G_{\text{mic}} \), trained in a decoupled manner [19]. The rank of channel loading matrices \( G = [G_{\text{tel}}, G_{\text{mic}}] \) is set to 100, while the rank of speaker loading matrix \( F \) is 200.

We compared the performances of three approaches for speaker model adaptation:

i. **By-the-book** approach using the model defined in (6), (7), and (8);

ii. Minimum divergence (MinDiv) adaptation using the model defined in (15), (16), and (17);

iii. Minimum divergence adaptation without the empirical covariance \( S \) in (16). We refer to this method as Mean only.

It is worth mentioning that by dropping the empirical component \( S \) in (16), the minimum divergence approach reduces to the conventional solution of taking the average of i-vectors prior to PLDA scoring. This simple approach has been shown effective for multi-session scoring in many studies [12, 13, 20]. As such, it is our objective to see if the empirical covariance \( S \) would improve the performance with a proper covariance modeling motivated from the minimum divergence estimation perspective.

Table I and Table II show the performance of the three speaker adaptation approaches on SRE’10 and 12, respectively. Clearly, the by-the-book approach does not perform better than the other two approaches. The deficiency becomes much more significant in the SRE’12 core task where the number of enrollment sessions varies from one to over a hundred resulting in a much more intense covariance shrinkage than in SRE’10 where the number of enrollment sessions is fixed as eight. Comparing MinDiv to Mean only, results on SRE’12 show a clear benefit of including the empirical covariance \( S \) to the speaker model adaptation. However, this benefit is not significant on SRE’10. This may due to the fact that the enrollment utterances for a target speaker in SRE’12 include highly correlated segments (they might even include exact replicas of other sessions). In the 8conv-core task of SRE’10, the enrollment sessions were carefully selected to make sure that each of them is unique. Above all, the proposed MinDiv approach is far better than the by-the-book approach while the advantage over the Mean is marginal. For future work, further analysis on the use of the empirical covariance in the latent space will be conducted.

### Table I: Comparison of three speaker adaptation approaches on CC 5 of NIST SRE’10 8conv-core task.

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>DCF10</th>
<th>DCF12</th>
</tr>
</thead>
<tbody>
<tr>
<td>By-the-book</td>
<td>0.8493</td>
<td>0.2476</td>
<td>0.1915</td>
</tr>
<tr>
<td>Mean</td>
<td>0.5194</td>
<td>0.1667</td>
<td>0.1446</td>
</tr>
<tr>
<td>MinDiv</td>
<td>0.7607</td>
<td>0.1905</td>
<td>0.1623</td>
</tr>
</tbody>
</table>

### Table II: Comparison of three speaker adaptation approaches on CC 2 of NIST SRE’12 core task.

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>DCF10</th>
<th>DCF12</th>
</tr>
</thead>
<tbody>
<tr>
<td>By-the-book</td>
<td>2.9370</td>
<td>0.3289</td>
<td>0.2625</td>
</tr>
<tr>
<td>Mean</td>
<td>2.1379</td>
<td>0.3116</td>
<td>0.2546</td>
</tr>
<tr>
<td>MinDiv</td>
<td>2.4747</td>
<td>0.3720</td>
<td>0.3142</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This paper presented an initial work on solving the multi-session PLDA scoring from the perspective of model adaptation. We showed that the PLDA scoring function could be formulated as model comparison between the speaker-dependent PLDA model and the universal PLDA, much similar to the classical GMM-UBM. Based on this formulation, we propose a speaker adaptation method through a minimum divergence estimate of speaker prior. Experimental results show that this speaker adaptation method is effective in handling multi-session task, especially, when large number of enrolment i-vectors is available. Notably, it is free from the covariance shrinkage problem typical to the standard by-the-book multi-session PLDA scoring.
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