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ABSTRACT

Designing energy-efficient cognitive radio transceivers requires joint optimization of medium access control and the physical layer implementation. In this paper we show an energy efficiency optimization strategy for IEEE 802.11n compliant transceivers in terms of energy consumed by the receiver per successfully received bit. To this end, we propose and explore several modifications of a conventional physical layer implementation, all of which target energy proportional behavior. The proposed modifications intentionally include operation modes and algorithm choices that are suboptimal with respect to throughput and error-rate performance. Yet, we show how (under ideal conditions) the rate adaptation at the medium access control layer can exploit these modifications to achieve superior energy efficiency that is 44% below that of a rate adaptation targeting only maximum goodput.
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1. INTRODUCTION

Until the year 2020 the estimated carbon dioxide emissions for mobile devices are expected to grow to 178 Mtons per year [1] rendering its minimization an implementable optimization target. Further, beside reducing the carbon footprint, energy-efficient, green computing techniques will also extend the battery lifetime of mobile devices. Therefore, energy-efficient computing is clearly one of the major research challenges for near future.

Today, most receiver implementation for IEEE 802.11n compliant wireless systems are optimized for performance, that either is expressed in terms of throughput or in terms of low error rate. Unfortunately, neither the optimization for high throughput nor the optimization for low error rate necessarily provides the best energy-efficiency of the receiver. Furthermore, the high data rates of modern wireless LAN (WLAN) systems is mostly used for short periods only, for example in streaming applications, where short data packets (typically 1.5k bytes) in fixed time intervals are regularly encountered.

While transmit power optimization has been well studied based on information-theoretic energy-efficiency metrics for complex scenarios, we focus in this paper on the overall energy consumed by the physical (PHY) layer hardware of the receiver. The combination of different transmission schemes and corresponding PHY layer configurations, which we call (system) modes, results in different performance characteristics in terms of throughput, error rate, and energy consumption per bit of the receiver. The medium access control (MAC) layer may intelligently choose between these different modes to optimize for one or multiple of these metrics. Usually the optimization targets are throughput or error rate, but could also be energy-efficiency.

Prior Work: In [2] it is proposed to trade transmission rate with delay by adapting the utilized modulation scheme. The work in [3] applies the approach of [2] to develop a rate adaptation (RA) algorithm that is optimal in terms of transmit power based on information-theoretic criteria, clearly focusing on the transmitter and using a heavily simplified system model. For the receiver side, [4] shows that the baseband processing of software-defined radios is most of the time underutilized and states that this underutilization can be used for power reduction (resulting in the desired energy proportional behavior). However, in terms of RA algorithms [5–8] current publications only show measurement results or results based on elaborate system models to optimize primarily for high throughput or low error rate which not necessarily result in the most energy-efficient operation or in energy-savings on the receiver side.

Contribution: The aim of this paper is to enable the development of wireless LAN receivers with good energy-efficiency. To this end we first propose several modifications of the physical layer. Further, we show how these modifications of the physical layer can be exploited by the medium access control layer to significantly enhance the energy-efficiency of the receiver with a energy consumption guided rate adaptation and validate the proposed optimization on a typical IEEE 802.11n scenario.

Outline: In Sec. 2 an IEEE 802.11n WLAN communication protocol, an IEEE 802.11n complaint MIMO-OFDM receiver, along with a corresponding energy model are described. In Sec. 3 we present modifications to enable further energy proportional operation on the PHY layer and in Sec. 4 we show how these modifications can be exploited by the MAC with proper RA to enhance the energy efficiency of the receiver. The proposed optimizations are applied to a typical IEEE 802.11n environment in Sec. 5 to point out the limits and scope of the potential gains and the paper is concluded in Sec. 6.

2. SYSTEM MODEL

In this section we first describe a typical IEEE 802.11n transmission, a corresponding PHY layer implementation, and an energy model later used for optimization.

2.1. Transmission Scenario

As shown in Fig. 1, the receiver sequence begins with a frame start waiting period. The duration of this phase depends on proper sleep time prediction based on the power save poll MAC protocol. The actual frame starts with a training sequence used for frame start detection, initial frequency offset estimation and channel estimation. This channel estimation is then used to detect the frame header, containing information about the subsequent data payload (e.g., the payload length in number of bits and the modulation and coding scheme...
Most units run at the symbol rate of the transmissions (related to the bandwidth). The channel estimation and preprocessing unit has to process data only during short periods and is otherwise idle. The channel decoding unit is processing at the coded bit rate of the transmission, that may vary in IEEE 802.11n compliant systems from 13 Mbs/s to 720 Mbs/s.

2.3. Receiver Energy Model

We define a set $\Omega$ by enumerating all meaningful system modes (i.e., all allowed MCSs together with potential receiver configurations such as number of antennas or algorithm choices for demodulation and decoding). Each of these modes $m \in \Omega$ is, for packets of a given length $L$, associated with a throughput $\Phi(m)$ and a packet-error$^1$ rate $P_e(m)$ which together provide the goodput as $(1 – P_e(m))\Phi(m)$ and the average number of successfully transmitted bits per packet as $(1 – P_e(m))L$.

We now consider the energy-efficiency of the receiver as our metric of main interest. To this end, we start by dividing the energy per received packet into three main contributions:

- A constant energy-overhead for synchronization, header processing, training, and channel-rate processing $e_{ UB}(m)$ in Joules. This part depends partially on the choice of $m$ since different MCSs and different antenna configurations change also the duration of the training and have different energy costs.
- The second contribution comprises the RF and the baseband processing which is characterized by the power consumption $p_{ BB}(m)$ in Watts and the duration of the data phase. The latter is determined by the length $L$ and the throughput $\Phi(m)$ so that the corresponding contribution to the energy-per-frame amounts to $e_{ BB}(m) = p_{ BB}(m) \frac{L}{\Phi(m)}$.
- The last contribution comprises mostly the channel coding which is typically carried out on a bit-by-bit basis and can be described by the energy-efficiency of the channel decoding $\eta_{ CC}(m)$ and the length of the frame $L$ as $e_{ CC}(m) = L \eta_{ CC}(m)$.

Combining the contributions above and normalizing with the average number of successfully transmitted bits per packet (thereby implicitly incorporating the error rate), we obtain

$$\eta(m) = \frac{e_{ UB}(m)}{L} + \frac{p_{ BB}(m)}{\Phi(m)} + \eta_{ CC}(m)$$

as our metric of interest for optimization.

2.4. Discussion of the Energy Model

Before proceeding with the optimization of (1) by properly choosing $m$, a brief discussion of the implications of this model and the dependency between its variables (through the choice of $m$) provides some insight into trends and ideas to simplify the estimation of the potential for energy savings.

As a starting point for our considerations, we note that in the rather generic expression in (1), $e_{ UB}(m)$, $p_{ BB}(m)$, and $\eta_{ CC}(m)$ all depend on $m$. However, in practice (at least for linear receivers), the amount of energy spent is often independent of the mode and even the variation of $e_{ UB}(m)/L$ with $m$ is often insignificant compared to the remaining contributors. In that case, choosing $m$ to maximize $\Phi(m)$ trivially minimizes the denominator of (1) with diminishing returns due to the bias terms. Unfortunately, $P_e(m)$ also approaches one as $\Phi(m)$ increases which ultimately limits goodput, but also the energy-gains. To eliminate the rather complex relationship between $m$ and $P_e(m)$, we take advantage of the presence of a fast and conservative rate-adaptation. For each channel realization we can now

\[1\text{ A packet is correct if all coded bits of the packet are decoded correctly.}\]
divide the available modes into two groups: one that is able to get a packet across with very high probability \( P_e(m) \approx 0 \) and a second group of modes that will almost surely fail \( P_e(m) \approx 1 \). In that case, the choice of the highest-rate mode that is still reliable is clearly the most favorite strategy and little potential exists for further optimization for energy-efficiency.

### 3. Modification to the Phy Layer

To enable further energy-efficiency improvements beyond that associated with the natural choice of the highest-rate mode, the physical layer implementation must be improved. The main idea is to first introduce a more energy-proportional behavior in a sense that \( e_H(m) \), \( p_{AB}(m) \), and \( \eta_{CC}(m) \) take significant advantage of different processing requirements for different modes \( m \) not only in terms of complexity (i.e., energy consumption), but also in terms of throughput (i.e., rate). In a second step, such behavior then encourages the introduction of new modes which are not necessarily optimal in terms of their goodput, but may still provide an overall energy-efficiency advantage.

#### 3.1. Energy Proportionality Through Suboptimal Detectors

A first modification to improve energy proportional behavior is to take advantage of the fact that in some situations different receiver algorithms with noticeable complexity difference exhibit a similar error-rate behavior. Hence, choosing the more complex algorithm may still not allow for a goodput improvement that out-weights the higher energy-cost.

A good example is the choice of the MIMO detector, where a solution with close to maximum likelihood (ML) performance can be combined with a low-complexity detector. The first detector provides good performance required for bad conditions, (e.g., low signal to noise ratio (SNR) or bad condition of the MIMO channel) while the low-complexity alternative uses less energy. For conditions where the occurrence of a frame error is independent of the detector (e.g., very high SNR, very low SNR), the low-complexity alternative has clearly better energy-efficiency.

#### 3.2. Energy Proportionality Through DVFS

A well designed physical layer implementation already provides a certain degree of energy-proportionality in a sense that the energy-consumed depends more or less linearly on the number of operations. A good example is the channel coding, which contributes to (1) a constant energy per decoded bit. To further increase this desired behavior, we notice that in VLSI circuits the maximum working frequency of a digital circuit scales approximately linear with the supply voltage (within reasonable range). However, the power consumption of the circuit scales quadratic with the supply voltage. Therefore, we can also translate relaxed throughput requirements (in terms of operations per second) into further energy-savings per operation, an idea that is commonly referred to as (dynamic) voltage-frequency scaling (DVFS).

**Application of DVFS to channel decoding:** A first, obvious opportunity to apply to a conventional receiver DVFS is the channel decoding. There, the rate varies significantly, while without DVFS the energy consumed per decoded bit remains roughly constant. With DVFS, this part of the receiver can take advantage of the reduced rate and provide an overall better energy-per-bit without negative impact on error rate performance.

**Application of DVFS to active antenna selection:** A second opportunity to apply DVFS comes along with the consideration of reduced-complexity receiver configurations that are suboptimal in terms of error rate performance compared to modes that fully utilize all the available hardware capabilities. Since the corresponding reduced complexity modes will generally only allow for rates that are lower than provided by more complex modes, they can only be advantageous when savings in \( e_H(m), p_{AB}(m), \) and \( \eta_{CC}(m) \) make up for the goodput loss. The most obvious target for such additional modes is the choice of the number of active antennas \( N_{AR} \) at the receiver such that it is equal or greater than the number of spatial streams \( N_{ss} \). Such adaptation allows to roughly linearly scale the power of the analog/RF frontend with \( N_{AR} \). The baseband processing takes advantage of the same linear scaling due to the reduced number of operations but also benefits from DVFS since fewer chains must be processed in a time-interleaved fashion and therefore more time is available per chain.

### 4. Rate Adaptation

The selection of the best transmission mode toward a given objective and under a given set of constraints is made by a fast (compared to the coherence time of the channel) RA which in our case is located at the receiver and provides regular feedback to the transmitter with the desired mode for the subsequent frames. To determine this mode, the corresponding algorithm collects side information that allows to reliably predict the error rate \( P_e(m) \) for all available modes using for example detailed knowledge of the instantaneous SNR and the actual channel realization. In addition to the error rate performance estimate, further information on the implications of each mode such as its energy-efficiency (cf. (1)) are also available through lookup tables. In the following, we consider three main objective functions: a goodput-guided (GG) RA, a purely energy-guided (EG) RA, and a goodput-aware energy-guided (GE) RA which is a compromise between the first two.

Since the purpose of this paper is to explore the potential and the limits of energy-awareness we intentionally assume a genie-aided approach. This simplification avoids introducing uncertainties due to specific RA strategies and it simplifies the full explanation of the setup under consideration. The genie provides an upper bound on goodput and energy efficiency by perfectly predicting transmission failures by sending each packet in all modes for each channel and noise realization (not counting the associated massive overhead) which - of course - is only feasible in simulations. Hence, \( P_e(m) \) is either one or zero which boils down to limiting the selection to the error-free modes.

**Goodput-Guided (GG) RA:** GG RA selects the system mode \( m_{GG} \), which results in the highest goodput

\[
m_{GG} = \arg \max_m \left\{ (1 - P_e(m)) \Phi(m) \right\}.
\]

No attention is paid toward energy-efficiency and even the genie is constrained not to use any of the non Pareto-optimal (w.r.t. error rate vs. throughput) modes such as reduced number of receive antennas or detectors with inferior reliability. Yet the receiver can optionally still perform DVFS on block such as channel coding which have no impact on performance.

**Energy-Guided (EG) RA:** As opposed to the GG RA, the EG RA selects the transmission mode to minimizes the energy consumption of the receiver according to

\[
m_{EG} = \arg \min_m \left\{ \eta(m) \right\}.
\]

No attention is specifically paid toward the impact on goodput, except for the implicit dependency of \( \eta(m) \) on \( P_e(m) \) and \( \Phi(m) \) in

\[\text{3958}\]

\[\text{We note that the practical application of DVFS is clearly associated with many difficulties and with overhead (e.g., voltage regulators and alike) that are neglected here on purpose to explore the limits regardless of their technical issues on circuit level.}\]
Fig. 3. Energy consumption per successfully transmitted bit.

(1). This dependency still provides a small bias toward the higher rate modes, but also respects the availability of modes associated with lower rates for the benefit of energy-efficiency.

Goodput-Aware Energy-Guided (GE) RA: Finally, the GE RA seeks a compromise of the goodput achieved by the GG RA and the energy-efficiency provided by the EG RA by selecting the mode $m_{GE}$ with the best goodput and an energy consumption that is not worse than $k > 1$ times the energy consumption of $m_{EG}$ based on

$\eta(m_{GE}) = \arg \max m \{ \eta(m) : \phi(m) < k \phi(m_{EG}) \}$. (4)

By selecting an appropriate value of $k$, the MAC is able to trade energy consumption versus throughput and therefore allows more elaborate tradeoffs.

5. SIMULATION SETUP AND RESULTS

In this section we explore the limits of the gains in energy-efficiency that can be achieved with the proposed modifications to the PHY combined with an appropriate genie-aided RA.

5.1. Transmission Scenario

We considered an IEEE 802.11n system with up to 4 spatial streams and up to 4 receive antennas using 40 MHz bandwidth. For channel coding we use only the convolutional code of the standard. The 32 mandatory MCS defined in the IEEE 802.11n have result in a variable frame duration for a fixed payload of 1500 Bytes transmitted over a flat Rayleigh block-fading channel.

Each MCS has been simulated with 4 receive antennas and with the minimum number of antennas required for the corresponding number of spatial streams. Furthermore, all schemes have been simulated with a hard-output lattice reduction aided linear detector [9] and a low-complexity soft-output MMSE detector, resulting in 112 different system modes comprising $\Omega$.

5.2. Receiver Energy Model

The receiver energy model $\eta(m)$ is based on power numbers of the analog frontend in [10] and the PHY layer implementation presented in [11], ported to a 90 nm CMOS technology. We further assume that the PHY layer has employed all modifications proposed in Sec. 3.

5.3. Results

In Fig. 3 to Fig. 5 we compare the impact of the proposed modifications in conjunction with the RA strategies described in in Sec. 4 on absolute and relative energy-efficiency and on goodput.

We compare all curves to the reference curve given by a GG RA in conjunction with a PHY layer without the modifications proposed in Sec. 3. This baseline implementation has the worst energy consumption per successfully received bit as shown in Fig. 3 but has also highest goodput over the entire SNR range as shown in Fig. 5.

6. CONCLUSION

In this paper, we show that rate adaptation for energy efficiency rather than for goodput can lead to significant energy savings for the receiver in an IEEE 802.11n scenario. The key elements of the approach are additional PHY layer modes that are not necessarily optimal in terms of error-rate performance but provide energy reduction by exploiting voltage-frequency scaling and other methods for energy savings. Validation is based on numbers extracted from an actual PHY implementation, combined with a genie-aided rate adaptation to explore the limits of the idea.
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