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ABSTRACT

The following article describes research on source detection in multi channel (3DTV) audio streams. The problem is extremely complex due to the fact that multiple layers can be present in scenes (background music, ambience, commentator). In this work a new algorithm is developed that exploits the information from the different audio channels to detect, and possibly localize and separate independent audio sources. An algorithm based on online Non-negative Tensor Deconvolution is realized, to deal with sound sources with time dependent positions in the channel matrix. The evaluation is made on 3DTV 5.1 film soundtracks and on synthetic mixes of 3DTV 5.1 audio with target sounds from a sound effects database: a significant improvement of the detection performance is shown, compared with other decomposition techniques.

Index Terms— Dictionary training, nonnegative tensor deconvolution, source separation, event detection, 3DTV audio

1. INTRODUCTION

In the field of under-determined source separation, Non-negative Matrix Factorization (NMF, [1]) is a consolidated approach, and numerous related techniques have been devised for a variety of related problems [2, 3]. In source detection problems, some target sound events of a given class need to be identified in a complex mix. A number of source detection methods based on NMF have been proposed so far. Weninger et al. incorporate NMF-based sound event detection into a speech recognition framework to remove non-linguistic events from speech recordings [4]. There are several other sound event detection systems based on NMF, customized for realistic situations in multi source environments [5, 6]. In this paper, we discuss source detection and tracking in multichannel audio streams, and propose an extension of NMF dedicated to overcoming existing limitations of the NMF model. Our proposed extension focuses on three different aspects: the use of multichannel signals, the modeling of temporal-spectral patterns and the detection of sound objects in multichannel audio scenes. For the first aspect, Fitzgerald and others have proposed a multichannel extension of NMF called Non-negative Tensor Factorization (NTF, [7, 8]), which allows spatial positions of sources to be estimated, and has found several applications [9, 10, 11]. When dealing with detection problems in multi-channel signals, NTF presents a significant advantage over NMF after down-mixing, because it fully exploits the lower masking of targets within the individual channels. An extension to enhance detection results of NMF is to incorporate modeling of temporal-spectral patterns as a basis, as done with Non-negative Matrix Deconvolution (NMD, [12, 13, 14]). This approach has been extended to tensors in [15], with a different formalism, leading to Non-negative Tensor Deconvolution (NTD). In this paper, NTD is formulated with the formalism in [12], as it provides a direct and more efficient strategy of implementation.

This paper contains three main novelties:

1. A new approach to learn a dictionary for sound event detection that allows constraining the dictionary such that each of the elements in the dictionary is representative for a subset of the target events. The approach proposed is similar to vector quantization (VQ) of the space of properly segmented target events with the difference that for VQ amplitude scaling of events would lead to new patterns which is not desired in a NMF application.

2. A modification of the NTD model [15] that introduces the possibility of changing the coefficient in the spatial weights matrix over time, according to the so called online approach (see [16, 17] for the NMF case). This extension allows us to represent sound events that move within the channel matrix over time, and significantly extends the possible applications of NTD to multi channel audio as the audio sources in general can be placed in different channel positions at different times or even move between audio channels.


This paper is organized as follows: Section 2 briefly introduces NTD representation of multichannel spectrograms. Section 3 describes the system framework of the NTD-based online approach. Section 4 shows evaluation results in terms of F-measure, and lastly, Section 5 presents conclusions and remarks.

2. NONNEGATIVE TENSOR DECONVOLUTION

Let \( V = \{ v_{ck} \} \) be a nonnegative tensor representing a multichannel spectrogram, \( V \in \mathbb{R}^{+C \times L} \), where \( C, K, L \) are three integers, respectively the number of channels, fftsize and number of frames of the spectrogram. In this work, a vector of a dictionary matrix in a NTF is indicated as component, while a matrix of a dictionary tensor in a NTD is indicated as pattern. Let \( P \) (number of patterns) and \( T \) (number of frames for each pattern) be two integers, and consider the nonnegative matrices \( Q \in \mathbb{R}^{+C \times P} \), \( H \in \mathbb{R}^{+L \times P} \) and \( W^T \in \mathbb{R}^{+K \times P} \), where \( t \in [1, T] \) with \( 1 \leq T \leq L \). The NTD problem is to find a tensor \( \hat{V} = \{ \hat{v}_{ck} \} \) approximating \( V \), whose coefficients are

\[
\hat{v}_{ck} = \sum_{p=1}^{P} g_{kp} \sum_{t=1}^{T} w_{kp}^t h_{tp}, \tag{1}
\]
where $H^{\text{tar}} = \{h_{t,p}^{\text{tar}}\}$ is defined as follows,

$$h_{t,p}^{\text{tar}} = \begin{cases} 0 & \text{if } 1 \leq l \leq t \\ h_{t-l,p} & \text{if } t < l \end{cases}.$$ 

The tensor $\hat{V}$ should minimize the following cost function,

$$J(V||\hat{V}) = \sum_{c,k,l} d_{\beta}(v_{ckl}||\hat{v}_{ckl}),$$

(2)

where $d_{\beta}$ is the $\beta$-divergence [18, 19]. Equation (2) can be expanded as follows,

$$J(V||\hat{V}) = \sum_{c,k,l} v_{ckl}^{\beta} + \frac{(\sum_p q_p \sum_t w_{kp}^{t} h_{lp}^{\text{tar}})^{\beta}}{\beta} + \frac{(\sum_p q_p \sum_t w_{kp}^{t} h_{lp}^{\text{tar}})^{1-\beta}}{1-\beta},$$

(3)

and differentiated with respect to the coefficients of the matrices and tensor composing the approximation,

$$\nabla_{\beta} J(V||\hat{V}) = (\hat{V}^{\beta}(\beta-1), D)_{(2,3),(1,2)} + (V \odot \hat{V}^{\beta}(\beta-2), D)_{(2,3),(1,2)},$$

(4)

where $D \in \mathbb{R}^{K \times L \times P}$ and $D(:,:,p) = \sum_t W_{p}^{*} \circ H^{\text{tar}}_{t,p}$. The $\circ$ symbol denotes the outer product, while $(\cdot, (\cdot), (\cdot))$ is the contracted product [20]; $\odot$ is the Hadamard product, powers of matrices indicated with $\oplus$ are element-wise, and the symbol $M_{p}$ selects the $p$-th column of the matrix $M$. By setting the appropriate step in a gradient descent, the following multiplicative update rule can be deduced for the matrix $Q$,

$$Q \leftarrow Q \odot \frac{(V \oplus \hat{V}^{\beta}(\beta-2), D)_{(2,3),(1,2)}}{(\hat{V}^{\beta}(\beta-1), D)_{(2,3),(1,2)}}.$$ (5)

In a similar way,

$$\nabla_{W} J(V||\hat{V}) = (\hat{V}^{\beta}(\beta-1), E)_{(1,3),(1,2)} + (V \odot \hat{V}^{\beta}(\beta-2), E)_{(1,3),(1,2)},$$

(6)

where $E \in \mathbb{R}^{K \times C \times L \times P}$ and $E(:,:,p) = Q_{p} \circ H^{\text{tar}}_{t,p}$. The following multiplicative update rule can be deduced for each matrix $W$,

$$W^{t} \leftarrow W^{t} \odot \frac{(V \odot \hat{V}^{\beta}(\beta-2), E)_{(1,3),(1,2)}}{(\hat{V}^{\beta}(\beta-1), E)_{(1,3),(1,2)}}.$$ (7)

The differentiation with respect to the coefficients in $H$ is different, because of the action of the shift operator:

$$\frac{\partial J(V||\hat{V})}{\partial h_{lp}} = \sum_{c,k,t} q_{p} \cdot w_{kp}^{t} (\hat{v}_{ckl-t}^{\beta-1} - v_{ckl-t} \cdot \hat{v}_{ckl-t}^{\beta-2}).$$

(8)

The compact form is therefore given by:

$$\nabla_{H} J(V||\hat{V}) = \sum_{t} ((\hat{V}^{\beta}(\beta-1))^{t-1}, F_{t}^{*})_{(1,2),(1,2)} + \sum_{t} ((V \odot \hat{V}^{\beta}(\beta-2))^{t-c}, F_{t}^{*})_{(1,2),(1,2)},$$

(9)

where $F^{*} \in \mathbb{R}^{K \times C \times L \times P}$ and $F^{*}(::, p) = Q_{p} \circ W^{*}_{p}$. The following update rule can finally be deduced for $H$,

$$H \leftarrow H \oplus \frac{\sum_{t} ((V \odot \hat{V}^{\beta}(\beta-2))^{t-c}, F_{t}^{*})_{(1,2),(1,2)}}{\sum_{t} ((\hat{V}^{\beta}(\beta-1))^{t-c}, F_{t}^{*})_{(1,2),(1,2)}}.$$ (10)

### 3. SYSTEM FRAMEWORK

A training/detection framework based on NTD was implemented, that is composed of three parts:

1. training a dictionary of sound patterns from a database of single-channel audio events, belonging to the target class to be detected (see section 3.1);
2. decomposing the audio scene to be analyzed, using a dictionary that includes the trained patterns and some random patterns (see section 3.2);
3. deducing a list of markers from the analysis of the obtained decomposition, which are supposed to be the start and end points of the target events within the audio scene (see section 3.3).

#### 3.1. Dictionary Training

The patterns that are used to represent and detect the target sounds are a critical element of the detection algorithm. The dictionary of target patterns will contain $P_{\text{tar}}$ patterns and will be denoted as $W_{\text{tar}}$. An ideal selection of patterns in $W_{\text{tar}}$ would be activated only by the target sound events and not by any other background sounds. A common strategy to find appropriate patterns or components is to find a dictionary that achieves a good representation of all target event sounds with maximally sparse (minimum L0-norm) activation. The minimum L0-norm that allows representing a collection of target events is achieved when only a single pattern or component is active at each moment.

A simple approach would be to use the target event training database as patterns in $W_{\text{tar}}$. In this case a perfect construction with minimum L0-norm can be achieved. The dictionary $W_{\text{tar}}$ may however be very large if many target event examples are used. Note that vector quantization cannot be used in the present context because intensity changes in target sound events would trigger the unnecessary construction of additional patterns. Different approaches have been proposed to build smaller target dictionaries that allow sparse representation. [14] use a sparse NMD decomposition to build the target dictionary. In [21, 6] a rank one NMF decomposition is applied to all the target events in the target event training database and from the result the target dictionary is constructed by either retaining all basis [6] or by means of calculating an average basis per target class [21].

Here we propose a new algorithm for constructing the target dictionary. The target event samples used for training are concatenated in a mono audio file, and the output dictionary $W_{\text{tar}}$ is computed by means of two subsequent NMDs which aim to reinforce the sparsity of the activation matrix $H$. The NMDs use the same cost function that is used later for the event detection. For impulsive sounds (like gunshots) each of the target events is cut to have length $T$ starting shortly before the signal maximum amplitude measured in the time domain signal. For gunshots the frame directly before the signal maximum is used as start frame.

The first NMD is initialized such that the matrix $H$ is non zero only in time positions forming a regular time grid that is given by the length of the dictionary patterns. This initialization ensures that no time overlap of active patterns can occur. The target dictionary is initialized with $P_{\text{tar}}$ random patterns. After convergence all but the strongest activations obtained from the first NMD at each position of the regular time are set to zero and a second NMD is computed. All patterns that are active at least once are used to construct $W_{\text{tar}}$. The resulting target dictionary contains then $P_{\text{tar}} \leq P_{\text{tar}}$ patterns that allow a good and maximally sparse representation of the target event.
sound training database. While $P_{\text{tar}}$ has to be set in advance only the necessary patterns will finally be active such that the value $P_{\text{tar}}$ is determined adaptively as a function of the target event training sound database.

It is interesting to compare the performance of the target dictionary $W_{\text{tar}}$, obtained with the proposed procedure and the complete algorithm that is presented here, with the performance obtained using NMF with L1-norm sparsity constraints. The performance (F-measure) of the best dictionary obtained with this classical procedure to construct a target dictionary is about 5-10% below the performance obtained with the proposed dictionary training method. One of the problems with the sparsity constraints based on the L1-norm is the fact that the L1-norm does not allow to control sparsity as exactly as is done with the proposed algorithm.

### 3.2. Decomposition: the online approach

The decomposition stage is handled with NTD in a semi-supervised manner: our online approach is needed to have time-dependent information about the position of the target sources in the multi-channel mix. It consists of dividing the audio scene into consecutive segments of size $L_{\text{seg}}$, for each of which a new NTD is computed, obtaining a sequence of factorizations composed of the tensors $W[i]$ and the matrices $H[i]$ and $Q[i]$, where $i$ is the segment index. At each initialization of the iterative update, i.e. for each new segment, the activation matrix $H[i]$ and the direction matrix $Q[i]$ are randomly initialized. This way, the directions and activations computed for different segments are unrelated. In particular, this choice allows the direction to change freely, as different target events can, in principle, be panned anywhere in the multi-channel mix, without affecting each other. As for the tensor $W[i]$ containing the dictionary, the initialization is obtained in order to account for the trained components and also to have a coherent description of the background scene when moving between the decompositions of adjacent audio segments.

The trained dictionary $W_{\text{tar}}$ is included within the initial dictionary $W[i]$ for the online NTD, for every $i$. Each $W[i]$ has $P$ total components. The remaining $P - P_{\text{tar}}$ components are randomly initialized at each new decomposition. The aim here is to obtain a decomposition where the activations of the target components are separate from the ones of the rest of the scene. The non-target elements of the dictionary are reinitialized at every new segment: this is motivated by the fact that the sound scene in a film can change rapidly, so that no particular continuity is required for the representation of non-target events. The information coming from different segments is later merged for the definition of a global activation matrix, described in section 3.3. The components in the target dictionary $W_{\text{tar}}$ are not updated during the iterative online NTD decompositions, and they should interpret all of the energy of the target events. The other components are updated according to the rules in section 2. The number $P$ of total patterns has to be large enough to provide an exhaustive description of the audio scene, avoiding the activation of the target dictionary for non-target events.

### 3.3. Source Detection

For each of the $P$ patterns, by combining the context and activation matrices for each segment of the online NTD, a matrix $\bar{H}_p \in \mathbb{R}^{+C \times L}$ is obtained, that provides information about the activation of the selected pattern in each channel over the entire scene; such matrices are defined by combining the following sub-matrices $\bar{H}_p[i] \in \mathbb{R}^{+C \times L_{\text{seg}}}$,

$$\bar{H}_p[i]_{c,l} = Q[i]_{c,p} H[i]_{l,p},$$

where $I$ denotes the total number of segments. As detailed in the following section, this is the only information used to decide if a certain segment of the analyzed scene contains a target event.

The average of the per-channel activation of the target patterns is computed, and a decision system with a double threshold determines the start and end points of detected events. The first threshold determines if the activation value is high enough to assign that analysis frame to a target event in a certain channel, and to set a starting point. After the first threshold has been reached, a second threshold is used to set the end of the target event, when the activation falls below it. Depending on the target sound, a filter to fix the minimum and maximum duration of each detection is applied.

### 4. EVALUATION

There are many advantages in conceiving a framework for multichannel nonnegative decomposition, instead of applying single-channel techniques on down-mixes of the multichannel sound file, or repeatedly on the separated channels. Compared to a single-channel downmix of the audio scene, multi-channel techniques can exploit the enhanced readability of sound objects in the separated channels, as well as the information coming from the inter-channel relations. Moreover, the computational cost of a NTD is significantly less than the cost of NMD on all channels independently. The error calculation is about the same for both cases, but independent NMD for 5 channels has 5 times more parameters (activations and basis) to treat. The mixing matrix $Q$ in NTD does not add significantly to the costs. Additionally, to be able to fuse information from different channels, additional computation has to be performed with NMD. About accuracy, the NTD model fits the audio scene (one sound source projected into all channels) and is therefore conceptually easier than independent NMD on individual channels. With sources in multiple channels, NTD can provide fusion between channels, but NMD cannot (or less easily).

For the evaluation of the proposed framework, gunshot and car engine target sounds were considered. The algorithm described in section 3.3 has been implemented in a framework where both NTF or NTD can be used. Gunshots can be more easily detected than cars with single components, i.e. individual spectrogram frames. As such, this case is evaluated here for both the NTF and NTD decompositions, to show the advantage gained from the use of spectral patterns instead of components. The Itakura-Saito divergence is used for the iterative minimization of the error function in the NTF and NTD decompositions.

For the evaluation, existing 3D TV film audio was used, containing sufficient target sounds, together with artificial mixes of 3D TV film audio with added target sounds. Several scenes have been analyzed from the following films: Le Fabuleux Destin d’Amélie Poulain (2001, directed by Jean-Pierre Jeunet); The Dark Knight (2008, directed by Christopher Nolan); Drive Angry (2011, directed by Patrick Lussier). They shall be referred to as Amelie, Batman and Drive, respectively. Table 1 contains the scores of the system in each situation described in the following sections, in terms of accuracy, precision, recall and F-measure.

### 4.1. Artificial and original mixes: trained and untrained events

Several artificial mixes have been realized, adding gunshots or car engine samples, from sound databases, to the soundtracks of Amelie and Batman. Some mixes use the 22 gunshots and 33 car engines
that have been used in the training stage: they are indicated with trained and are used to test the system’s ability to retrieve the trained objects when mixed in a given background. Other mixes, indicated with untrained, use target sounds from different databases, and are meant to test the performance of the system with generic targets, as well as the dependence of the algorithm on the initial dictionary.

The audio from the scene in Drive contains both gunshots and cars, and so is used as it is, to test the performance of the system in a real-world use case. These cases are still indicated as untrained.

The number of elements in the dictionaries is $P_{\text{tar}} = 10$ with $P = 50$ for the NTF case with gunshots, while it varies depending on the target events in the NTD case: $P_{\text{tar}} = 10, P = 20$ and $T = 20$ for gunshots, $P_{\text{tar}} = 27, P = 40$ and $T = 20$ for car engines.

### 4.2. Adaptive thresholds training and score evaluation

The Amelie scene and the corresponding trained mixes are also used to train the double-threshold for the decision routine in the detection stage. The score is obtained with brute force optimization of the activation and deactivation thresholds based on the F-measure, and is indicated as opt. These thresholds are two multiplying factors applied to the average of the $H_p$ matrices corresponding to the target elements in the dictionary: they vary adaptively, depending on the presence of the specific target in a mix and its prominence.

For the other mixes, the thresholds obtained in the corresponding trained case with the Amelie scene are first used, to check the robustness of the procedure: the scores obtained this way are indicated with fixed. Then, to evaluate the dependence of the thresholds on the changing background, the same brute force optimization is applied, and the corresponding score is also indicated with opt.

The use of NTD improves the F-measure obtained with the NTF in all the cases. For gunshots, both systems show a good level of independence from the trained database, as shown by the scores of the Amelie scene in the untrained tests, some of which are even higher than those of the trained case.

Changing the background, the scores decrease variably depending on the target. For gunshots, the principal confusion is introduced by percussive events in the soundtrack, which are prevalent in Drive, where the score is extremely low. This problem can be solved with a refinement of the training stage, by using discriminant techniques [22] to exclude certain event classes from the potential targets. For cars, the problem comes from the broad variety of the class, while the training stage is performed over a database limited to car engines: a more exhaustive dataset would improve the scores, that are already globally satisfying. A further reason to explain the low scores in Drive is that the audio scene of this film is extremely dense, and hard to resume in a standard annotation based on precise occurrences (start/end point) of sound objects: the evaluation presented in table 1 is based on a one-frame precision compared to the annotation. This is done for clarity purposes, but a standard content-based research would not need such a high accuracy, and could therefore be based on the analysis of activations over a longer term, consistently improving the scores.

The differences between the opt and fixed scores show that the adaptive thresholds training is often satisfying, considering that a single scene is used as reference: these differences can be drastically reduced if thresholds are trained on a larger variety of scenes, with different backgrounds.

### 5. CONCLUSIONS AND FUTURE WORK

The developed framework based on online NTD shows good results for the task of source detection in multi channel (3DTV) audio streams. In relation to the exposed work, the ongoing works are focused on three main aspects: the inclusion of discriminant techniques [22] in the training stage to improve the selectivity of the initial dictionary. Then, the choice of larger sound banks, allowing an exhaustive representation of the different targets. Finally, an optimization of the parameters in each stage is investigated, together with the reduction of the decomposition to selected portions of the spectrum, in order to reduce the still significant computational cost of the framework.
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