IMPROVEMENT OF UTTERANCE CLUSTERING BY USING EMPLOYEES’ SOUND AND AREA DATA
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ABSTRACT
In this paper, we propose to use staying area data toward the estimation of serving time for customers. To classify utterances enables us to estimate conversation types between speakers. However, its performance becomes lower in real environments. We propose a method using area data with sound data to solve this problem. We also propose a method to estimate the conversation types using the decision trees. They were tested with the data recorded in a Japanese restaurant. In the experiment to classify utterances, the proposed method performed better than the method using only sound data. In the experiment to estimate the conversation types, we succeeded to recover 70% of the mis-classified conversations using both of sound and area data.

Index Terms—Utterance classification, Area data, Serving time for customers, Conversation type

1. INTRODUCTION
In recent years, service engineering becomes one of the attractive themes related with signal processing and pattern recognition fields. In the service engineering, usage of various sensor data has been investigated so as to improve work efficiency and service quality; visualization and data mining are conducted as comprehensive analysis. We focus on activities for facilities e.g. restaurants and hotels [1]. To estimate employee’s operations, sound signal is an important cue. If conversations with customers or other employees could be classified, we can clarify the situation around the employee.

However, there are two problems when we conduct the utterance classification in real environments. The first one is about noise. In real environments, there are many types of noises, and they often make the classification performance decrease. In addition, when focusing on conversations with a certain person, those with the others are no longer useful. The second is about speaker anonymity. Building speaker-dependent models for the employees needs numerous costs. Furthermore, there are many customers in the facilities as anonymous speakers, which makes the issue more difficult.

As the related works, there are researches about speaker turns [2], clustering of broadcast news audio [3], clustering for speech synthesis [4], and speaker diarization [5]. In these works, the research about speaker diarization is most similar to our work. The speaker diarization is often employed for conference recording or retrieval system. The research [5] uses relative positions between speakers as well as a microphone array and a camera in fixed positions. However, in our case speakers frequently move in the facility, in addition as mentioned, unknown speakers often appear and disappear. Our work thus has serious issues that are difficult to solve.

To overcome the above problems, in this paper we record and use not only sound data by bone conductive microphone but also staying area data of employees by motion sensor simultaneously. We also propose bimodal utterance classification to label conversations with employees or customers, i.e. conversation type. The results are quite useful to analyze employee’s operation, especially serving time for customers.

This paper is organized as follows: Section 2 describes utterance classification using sound data. The detail of our bimodal utterance classification is explained in Section 3. Experiment to estimate conversation type is described in Section 4. Finally Section 5 concludes this paper.

2. SOUND-ONLY UTTERANCE CLASSIFICATION

2.1. Overview
In the conventional works for speaker identification and clustering, statistical models e.g. GMM (Gaussian Mixture Model) or classifiers e.g. SVM (Support Vector Machine) were often employed [6, 7, 8]. And most works chose MFCCs and a power coefficient as acoustic features.

The utterance classification is defined to classify sound data into several groups, each corresponding to employee’s own speech, utterances by other employees and customers. The utterance classification is thus similar to speaker iden-
tification. Therefore, we also adopted MFCCs and a power coefficient as well as SVM classifiers in our work.

2.2. Binary classification for employee’s speech

The goal of our work is to estimate conversation type and serving time for customers. To estimate those, it is necessary to classify speech data into the following three classes: "Own" (employee’s speech on a microphone), "Others" (other employees’ speech), and "Customers" (customers’ speech). Before three-class classification, we did a preliminary experiment to extract "Own". Because sound data of "Own" are different from the others in the point of speaker specificity and energy coefficient, this binary classification is much easier. The result is useful to estimate speech amount of employee, who attaches the microphone. [1]

Fig. 1 shows the flow of the binary classification. In an utterance, MFCCs are extracted for each frame. SVM is performed on each frame. A majority voting scheme is applied to obtain the result for the utterance. Table 1 shows experimental conditions. We used SVM-Light [9] to apply SVM. We used linear kernel and manually set a margin trade-off parameter. In our experiments, two data sets (speakerA and speakerB) in real environments, each including one-hour sound data were used. We conducted the experiment in open condition, and utterances were manually extracted and labeled. Details of the sound data are described in our previous research.

We evaluated how audio frames or utterances were correctly classified. For speakerA and speakerB, 79.2% and 71.7% frame-level accuracies were obtained, respectively. Fig. 2 shows histograms for both data sets, according to frame-level rate in an utterance. SpeakerA includes 361 utterances and speakerB includes 394 utterances. From Fig. 2, we can classify about 90% utterances correctly if the simple majority rule is employed. The result suggests that "Own" can be extracted easily even in real environments.

2.3. Ternary utterance classification

2.3.1. Toward ternary classification

There are two approaches to classify sound data into "Own", "Others" and "Customers": to conduct ternary (three-class) classification, or to apply the binary classifier in the last subsection and subsequently another classifier which distinguishes "Others" and "Customers". If we choose the latter, we must use results by the first classifier which may include mis-classification, and the error causes further performance degradation in the second classification. Thus we employ the former strategy in this paper.

2.3.2. Experimental conditions

The training data consists of 3,000 frames in "Own", "Others" and "Customers". The test data also consists of frame data derived from the three classes. And we used SVM-Multiclass as a classifier in this experiment. The other conditions are the same as the previous experiment.

2.3.3. Experimental results and discussions

Table 2 shows utterance-level accuracies for the three classes. Sound data for "Own" were classified almost correctly similar to the previous experiment. On the other hand, the accuracy for "Customers" is low. This occurred because "Others" and "Customers" were for unspecified or anonymous speakers. The another reason is that the power coefficient for these classes was unstable, while the coefficient for "Own" had usually a large value and was stable. To solve this problem, the scheme to make individual models for all employees and apply multi-class classification is considered. But the scheme requires a lot of costs, since further annotation (which employee spoke) is essential. So alternatively, we propose another approach where the area data recorded by motion sensor are utilized. Details of the area data are described in the next section.

<table>
<thead>
<tr>
<th>data set</th>
<th>Own</th>
<th>Others</th>
<th>Customers</th>
</tr>
</thead>
<tbody>
<tr>
<td>speakerA</td>
<td>96.4%</td>
<td>68.8%</td>
<td>44.5%</td>
</tr>
<tr>
<td>speakerB</td>
<td>88.6%</td>
<td>53.6%</td>
<td>20.5%</td>
</tr>
</tbody>
</table>

Table 1. Experimental conditions for utterance classification.

<table>
<thead>
<tr>
<th>train data</th>
<th>positive</th>
<th>3000 frames of &quot;Own&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>test data</td>
<td>negative</td>
<td>1500 frames of &quot;Others&quot; and &quot;Customers&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>utterances of &quot;Own&quot;</td>
</tr>
<tr>
<td>frame size</td>
<td></td>
<td>25msec</td>
</tr>
<tr>
<td>frame shift</td>
<td></td>
<td>10msec</td>
</tr>
<tr>
<td>features</td>
<td></td>
<td>39-dimension MFCC(12), Δ MFCC(12), ΔΔ MFCC(12), Power(1), Δ Power(1), ΔΔ Power(1)</td>
</tr>
</tbody>
</table>

Fig. 2. The histograms of rates about utterances.
3. BIMODAL UTTERANCE CLASSIFICATION
WITH AREA DATA

3.1. About area data

We have recorded area data that represent where the employee was. Area data enable us to limit the target whom the employee talks to. For example in the guest room, the employee probably talks to customers.

The area data in our work indicate the place in which the employee stayed, using the 3-dimensional coordinates recorded by the sensor. Fig.3 shows a part of layouts of the restaurant where we recorded data. Area data types are guest room(G), kitchen(K), passage(P), cash desk(C), and stairs(S).

3.2. Bimodal utterance classification

In this paper we propose a bimodal utterance classification with sound data and area data. Fig.4 illustrates the flow of the bimodal utterance classification. The classification is performed based on the following formulas:

\begin{align*}
D_1 &= \lambda_s R_s(\text{others}) + \lambda_a R_a(\text{kit}) \\
D_2 &= \lambda_s R_s(\text{customers}) + \lambda_a R_a(\text{gr; ca}) \\
D_3 &= R_s(\text{others}) - R_s(\text{own}) \\
D_4 &= R_s(\text{customers}) - R_s(\text{own}) \\
D_5 &= R_s(\text{others}) - \text{threshold}
\end{align*}

In the formulas (1)(2)(3)(4)(5), each variable represents:

- \( \lambda_s, \lambda_a \) : weight factors for sound and area data,
- \( R_s(x) \) : a ratio of the class \( x \) in the sound-only ternary classification result,
- \( R_a(\text{kit}) \) : a ratio of the time the employee with a microphone stays in kitchen,
- \( R_a(\text{gr; ca}) \) : the ratio of the time the employee with a microphone stays in guest room or cash desk.

The utterances estimated as "Own" using only sound data are kept because they were classified clearly in the previous experiments. Sound-only results for "Others" and "Customers" are fixed using (1)-(4). The comparison between \( D_1 \) and \( D_2 \) determines which the employee talks to "Others" or "Customers". The sign of \( D_3 \) classifies "Own" or "Others", while that of \( D_4 \) classifies "Own" or "Customers". The formula (5) is for "Others". The sign of \( D_5 \) can fix the mis-classification for the other classes.

\[ \lambda_s + \lambda_a = 1 \]

3.3. Experiment using area data

3.3.1. Experimental conditions

To evaluate the effectiveness of our proposed method, we conducted bimodal utterance classification. Table 3 shows the experimental conditions.

<table>
<thead>
<tr>
<th>Sound</th>
<th>train each 3000 frames (&quot;Own&quot;, &quot;Others&quot;, &quot;Customers&quot;)</th>
<th>test each utterance (&quot;Own&quot;, &quot;Others&quot;, &quot;Customers&quot;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>frame size</td>
<td>25msec</td>
<td>10msec</td>
</tr>
<tr>
<td>frame shift</td>
<td>39-dimension</td>
<td>MFCC(12), ∆MFCC(12), ∆∆MFCC(12), Power(1), ∆Power(1), ∆∆Power(1)</td>
</tr>
<tr>
<td>interval</td>
<td>1sec</td>
<td>area type</td>
</tr>
<tr>
<td>area type</td>
<td>guest room, cash desk, kitchen, the others</td>
<td></td>
</tr>
</tbody>
</table>

3.3.2. Experimental result and discussions

Fig.5 shows the accuracy rates changing weight \( \lambda_a \). From Fig.5, we can know that the bigger the weight of area data became, the better utterances of customers were estimated. Furthermore, from Fig.5, we could decrease absolutely 20.4% mis-classification of customers in speakerA and 29.7% in speakerB.
4. ESTIMATING CONVERSATION TYPE

4.1. Definition of conversation types and experimental condition

In the experiment in Section 3, the performance of utterance classification was improved by using area data. In this section, we experimented to estimate the conversation types by combining several utterances into one conversation according to utterance classification results, toward the estimation of serving time for customers. Conversations are classified into three types shown in Table 4. Note that the conversations between "Others" and "Customers" were not observed.

Because type2 and type3 are important for analyzing operation of employees and estimating serving time for customers, we aimed at these two types. The conversation labels are determined based on the utterance time, "Others" or "Customers". Utterances were grouped into conversations by silence interval.

Table 4. Conversation types.

<table>
<thead>
<tr>
<th></th>
<th>Own</th>
<th>Others</th>
<th>Customers</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>type1</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>greet, monologue</td>
</tr>
<tr>
<td>type2</td>
<td>○</td>
<td>○</td>
<td></td>
<td>large voice</td>
</tr>
<tr>
<td>type3</td>
<td></td>
<td>○</td>
<td></td>
<td>business contact</td>
</tr>
<tr>
<td></td>
<td>○</td>
<td></td>
<td></td>
<td>order, check</td>
</tr>
</tbody>
</table>

4.2. Experimental result and discussion

We evaluated three methods with different silence intervals, based on recovery rate which means how mis-recognized conversations are recovered using sound and area data, in the whole mis-recognized conversations caused by sound-only classification. The experimental results are shown in Fig.6. From Fig.6, we can know that it is possible to recover 70% of the mis-estimated frames in sound-only classification results by using the bimodal method. In this experiment we tested three intervals: 7sec, 5sec and 3sec. Among the three intervals, no significant differences were observed. So it is found that the method can estimate conversation types without strongly depending on silence intervals. And this experimental results suggest that using area data is useful to estimate more accurate serving time for customers.

Finally, discussing results in Section 3 and 4, bimodal utterance classification is much useful to recover the performance. And the effect is more strongly observed in conversations than utterances. It thus turns out that we can benefit from bimodal techniques much more when we employ larger recognition unit. The fact may be useful for other bimodal signal processing fields.

5. CONCLUSION

In this paper, we showed the efficiency of bimodal classification with area data when classifying utterances and conversations. In the experiment for utterances, the method using area data performed better than the method using sound-only data. In the experiment for conversations, about 70% of misclassified conversation labels were correctly recovered by using utterance labels with area data.

Our future work includes use of other data such as fiscal data and making classifiers using both sound and area data.
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