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ABSTRACT

This paper turns on a perceptual blind blurred image quality assessment method developed in the wavelet domain. The proposed blur quality metric considers the association of an objective measure based on edge analysis through the wavelet transform resolutions and the Just Noticeable Blur concept (JNB). Unlike the existing objective metrics, the proposed one is able to assess the perceptual blurred image quality relying on the human vision system (HVS). The idea is to estimate the perceptual blur in the edge map through resolutions using the psychometric function. Tests on blurred images from different datasets provide high correlations against subjective scores compared to some existing methods.

Index Terms—blurring, no reference quality metric, wavelet transform, Human Vision System (HVS), Just Noticeable Blur (JNB).

1. INTRODUCTION

The image quality could be affected by different artifacts. In this paper blurring is considered as the most common problem. In fact, it could be introduced into images during acquisition for instance object moving or during some treatment as filtering or compression. There exist in the literature three cases of quality assessment metrics: full-reference (FR), reduced reference (RR) and no reference (NR) metrics. In the FR case, the original image is used in the quality assessment process however in the RR case only some properties of the original image, as its statistics, are used. The NR case is the most difficult since only the degraded image is used. No reference algorithms are extensively needed since humans can often effortlessly judge the image quality in the absence of a reference image. As blurring affects especially edges [1, 21] which represents high frequency components of an image, most blur analysis methods are based primarily on edge detection [2, 3, 11, 22]. There exist in the literature several methods for edge extraction. Herein, the wavelet transform is considered for edge characterization through resolutions [19, 20]. In our previous work [2], a multi resolution edge analysis method using the wavelet transform is adopted to develop a no reference blurred-image quality metric. This is done by analyzing blurred pixels through wavelet resolutions. This approach considers the blur effect as correlated only with the source of distortion and does not take into account the human perception that ultimately the sole judge of the image quality. Here in, we aim to introduce the JNB concept to our previously published blur metric [2], which may improve the performance in terms of correlation with subjective scores. The proposed perceptual method performance has been evaluated compared to some existing perceptual and non perceptual methods in terms of correlation with subjective scores and executing time using different existing databases.

This paper is organized as follows. Section 2, introduces the Just Noticeable Blur (JNB) concept. The proposed method is presented in section 3. Section 4 presents experiments, results and discussions. The last section concludes this work with some perspectives.

2. THE JUST NOTICEABLE BLUR CONCEPT (JNB)

By definition, the JNB is the minimum amount by which a stimulus intensity must be changed relative to background intensity in order to produce a noticeable variation in sensory experience [3]. Herein, the JNB concept could be defined as the minimum quantity of blurring that could be perceived by the human visual system.

To explain the need of introducing the JNB concept in the image quality evaluation process, let us consider blurred images from the Glur LIVE database [4]. In this dataset, each image is characterized by:

- An objective score: relying on the source of distortion. It represents the standard deviation value (SD) of the Gaussian function used to introduce blurring in each image.
- A subjective score: represents the Difference Mean Opinion Scores (DMOS), relying on the Human Visual System judgment.
In case subjective scores (DMOS) are directly and solely related to the blur source (SD). Correlations between SD and DMOS scores reach a maximum (~ 1). Figure 1 depicts the scatter plot of the objective values (SD) evolution versus the subjective scores (DMOS) corresponding to each blurred image from the Gblur LIVE database. Obtained data are interpolated using the logistic function (equation 1).

\[ DMOS_i = \frac{\alpha_1 - \alpha_2}{1 + e^{\frac{\alpha_3 - \alpha_4}{|\alpha_1 - \alpha_4|}}} + \alpha_2 \]  

where \( \alpha_1, \alpha_2, \alpha_3 \) and \( \alpha_4 \) are the logistic parameters, \( DMOS_i \) corresponds to the subjective score of the image \( i \), and \( SD_i \) stands for the Standard Deviation value of the Gaussian function used to introduce blurring in the image \( i \). To appreciate the obtained interpolation model, the Spearman’s Rank Order Correlated Coefficient (SROCC) defined by equation (2) and the Root Mean Absolute Error (MAE) between the obtained data and the interpolation model are computed.

\[ SROCC = 1 - \frac{\sum D^2}{n(n^2 - 1)} \]  

\( D \) and \( n \) are the difference between interpolating model and samples and the total number of samples, respectively. The estimated SROCC and MAE values from the obtained model (Figure1) are 0.7425 and 8.4548, respectively. The resulting values show that, there is even a discrepancy between the Gblur LIVE database objective and subjective scores. Whence the importance of developing a quality metric taking into account the human perception that ultimately the sole judge of the image quality. So the aim of this work is to consider the human perception in a way to improve the correlation with the subjective scores (DMOS) relying on the HVS.

3. THE PROPOSED PERCEPTUAL BLUR IMAGE QUALITY METRIC (PBIQA)

In this section, the proposed perceptual blur quality assessment metric is presented. The JNB concept is introduced to take into account the human perception and possibly correct objective quality measures weaknesses related to the blurring source and ignores what is perceived or not. The idea is to sense the perceptual blur in the extracted edge pixels through the wavelet transform resolutions. The proposed method involves three main steps. First, an edge map is constructed at each resolution level using the wavelet transform. The second step consists of extract perceptual edge map at each resolution level by introducing the JNB concept. Finally, the quality metric is defined by analyzing blur effect on the extracted perceptual edge maps. Each step will be detailed in the following.

**Step1.** Construct the Edge map \( Cont_j \) at each resolution level: To achieve this step, the wavelet transform is used as follows:

1. Apply the wavelet transform on the blurred image \( (im_j) \) at \( J \) resolutions. To each resolution level \( j \) \((0<j<J)\), corresponds three detail images in the horizontal \( D_{hj} \), vertical \( D_{vj} \) and diagonal \( D_{dj} \) directions, respectively.
2. Construct the contour map "\( Cont_j \)" as follows:

\[ Cont_j(k, l) = \begin{cases} E_j(k, l) & \text{if } E_j(k, l) > Th_j \\ 0 & \text{otherwise} \end{cases} \]  

with,

\[ E_j(k, l) = \sqrt{D_{hj}^2(k, l) + D_{vj}^2(k, l)} \]  

While evaluating the blur level at different resolutions using the wavelet transform, it could be observed that for a fixed threshold, the edge detection is less efficient while going down in resolutions. This is due to smoothing introduced by the wavelet transform filters. Then, for a better edge detection we found that, it is useful to propose a set of thresholds \( Th_j \) depending on the resolution level as follows:

\[ Th_j = \frac{2^{j-1}}{N_j \times M_j} \sum_{k=1}^{N_j} \sum_{l=1}^{M_j} E_j(k, l) \]  

where \( (N_j \times M_j) \) corresponds to the detail image size at the resolution level \( j \).

**Step2.** Extract the perceptual edge map \( PCont_j \) at each resolution level: In this step, the psychometric function, relating the subject’s response to the physical stimulus, is used. It is defined as follows:

\[ P = 1 - \exp \left( -\frac{\sigma}{\sigma_{JNB}} \right) \]  

\( \sigma \) is the standard deviation of the Gaussian blur filter. \( \sigma_{JNB} \) is the standard deviation corresponding to the JNB threshold. The aim is to estimate the probability that an edge pixel could be perceived. The likelihood "\( L\)Cont_j" used to detect a perceptual edge pixel is defined as follows:
Here $w(Cont(j,k,l))$ represents the detected edge pixel spread. It is computed by counting the total number of pixels between two consecutive maxima or minima around the edge pixel. $w_{jNB}$ represents the just noticeable edge pixel spread. According to [3], $w_{jNB}$ is measured to be 5 for $C < 50$ and 3 if $C \geq 51$. $C$ is the image $(im_b)$ contrast defined as:

$$ C = \max(im_b) - \min(im_b) \quad (8) $$

The parameter $\beta$ is fixed at 3.6. The pixel is said outline perceptual contour if its probability is higher than 63% [5]. Then the detected perceptual edge map matrix $PCont_j$.

$$ PCont_j(k,l) = \begin{cases} 
\text{Cont}(j,k,l) \text{ if } LLcont_j(k,l) > 0.63 \\
0 \text{ otherwise} 
\end{cases} \quad (9) $$

**Step 3.** Define the proposed blur metric

The proposed metric is defined as the weighted average of the ratio between the total number of blurred pixels to the total number of perceptual edge pixels extracted at each resolution level. To detect blurred edge pixels at a given resolution level $j$, the idea is to estimate the difference $PD_j$ between the detected perceptual edge pixel and the average of its neighbors. This edge pixel is considered as blurred if the estimated $PD_j$ is less than a fixed threshold $\xi_j$ depending on a resolution $j$.

Let us consider $PA_{ej}(k,l)$ with 'e' stands for 'hj' or 'vj', the average value estimated from two neighbor pixels in the horizontal and vertical direction, respectively.

$$ PA_{ej}(k,l) = \frac{1}{2}(PCont_{j}(k,l + 1) + PCont_{j}(k,l - 1)) \quad (10) $$

$$ PA_{ej}(k,l) = \frac{1}{2}(PCont_{j}(k + 1,l) + PCont_{j}(k - 1,l)) \quad (11) $$

Hence, the relative variation of the edge pixel compared to the average $PA_{ej}(k,l)$ is defined as follows.

$$ PBR_{ej}(k,l) = \frac{|PCont_{j}(k,l) - PA_{ej}(k,l)|}{PA_{ej}(k,l)} \quad (12) $$

The largest value between $PBR_{hj}$ and $PBR_{ej}$ is selected for the final decision.

$$ PD_j(k,l) = \begin{cases} 1 \text{ if } \max(PBR_{hj},PBR_{ej}) < \xi_j \\
0 \text{ otherwise} 
\end{cases} \quad (13) $$

As the edge intensity depends on the resolution level, it is judicious to consider a set of threshold depending on the resolution level $j$ as:

$$ \xi_j = 0.5 \times 2^{j-1}. \quad (14) $$

To define the proposed metric, one could compute the total number of perceptual edge pixels $PNE_j$ and the total number of perceptual blurred ones $PNB_j$ at each resolution level $j$.

The perceptual blur quality factor $PQ_j$ could then be defined.

$$ PQ_j = \frac{PNB_j}{PNE_j} \quad (15) $$

Finally, the Perceptual Blurred Image Quality Assessment (PBIQA) is proposed.

$$ PBIQA = 1 - \frac{\sum_{j=1}^{J} 2^{1-j} \times PQ_j}{\sum_{j=1}^{J} 2^{1-j}} \quad (16) $$

PBIQA takes into account all perceptual edge pixels detected by the wavelet transform at each resolution level $j$. Obtained PBIQA quality scores range between zero and one, as the image bluriness increases, the quality score is expected to decrease from 1 to 0.

### 4. RESULTS AND DISCUSSIONS

Experiments are conducted with the MATLAB platform using the Hp 630 (Intel P6200/2.13hz, 2G Ram) laptop. Different datasets have been considered: LIVE (Gblur and JPEG 2000) [4], IVC [6], Tomaya Image Database (TID) [7] and CISS [8]. Subjective and objective scores are available in the Gblur database (SD and DMOS). Only subjective scores are available in the TID, IVC, LIVE JPEG2000 and CISS datasets.

In the experiment part, the wavelet transform is applied using the Daubechies wavelet (Db2) [9], at three resolutions ($J=3$) to achieve a trade-off between reducing the run-time and edge persistence through resolutions. The proposed PBIQA performance is evaluated in terms of the correlation against subjective scores (DMOS) and the algorithm run-time (seconds). Correlation between obtained data and the fitting model is made using a variety of statistical measures. The Spearman correlation (SROCC, MAE, SROCC and LCC) values close to 1 and $\text{MAE}$ close to 0 indicate that the algorithm performs well.

Figures (2-4) depict the scatter plots of the proposed approach evaluated on all the considered databases. Table 1 summarizes the quantitative evaluation of PBIQA applied on all considered databases. Obtained results revealed that PBIQA values correlate well to the DMOS scores. In fact, high correlation values are obtained for a reasonable run-time (8.23 seconds).

Tables (2-5) summarize the proposed (PBIQA) evaluation against some existing methods using the considered datasets. Accordingly, one could notice that the proposed PBIQA outperforms the considered ones in terms of LCC, SROCC and MAE. The proposed PBIQA performance is...
A JNB-based perceptual blind blurred image quality metric developed in the wavelet domain is proposed in this paper. The subjective evaluation of the proposed method using different datasets proves its effectiveness compared to some existing perceptual and non-perceptual methods. As perspective and for future work, we plan to develop a new iterative deblurring method based on the just noticeable blur concept and control the iterative process by the proposed perceptual quality metric.
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