Detecting Double Compressed AMR Audio Using Deep Learning
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Abstract

The Adaptive Multi-Rate (AMR) audio codec is a widely used audio data compression scheme optimized for speech and adopted by many devices. With the audio editing software, it is easy to perform tampering on digital speech recording, which makes the audio forensics become an important and urgent issue. Usually, the tampered AMR audio is double compressed AMR audio. In this paper, we proposed a method to detect the double compressed AMR audio. Such technique may be served as a tool for authenticating the originality of digital recordings and detecting the forgery positions. Our proposed method is based on deep learning algorithm and a majority voting strategy is designed for decision. The experimental results show that our method is effective to detect the double compressed AMR audio. Besides, the potential application of this technique is also discussed.

Index Terms— Adaptive Multi-Rate, double compressed AMR, audio forensics, deep learning

1. Introduction

With the development of recording devices, we can easily take speech recordings by the handheld devices such as mobile phones or digital voice recorders. For many devices, the default storage format of recording is AMR (Adaptive Multi-Rate) audio. The AMR audio codec is an audio compression scheme specially optimized for speech coding, and was adopted as the standard speech codec by 3GPP in October 1999. Therefore, it is now widely used in many kinds of recording devices.

As the speech can be recorded easily, more and more speech recordings appear as evidences in court. It brings some forensics problems such as identifying whether the speech is original or forged. Here is a scenario of speech tampering. If a person would like to tamper an AMR speech, he/she will first decompress it to obtain the waveform signal of the speech, because the tampering must be performed on the waveform signal. After tampering, he/she may re-compress it to AMR audio. Note that the resulting AMR audio

This work is supported by National Science & Technology Pillar Program (No:2012BAK16B06), NSFC (U1135001, 61332012, 61202497). is a double compressed AMR audio, because it has been encoded with AMR encoder twice. In this paper, we focus on detecting double AMR decompressed audio. It can be used to authenticate the originality of digital recordings and identify the forgery positions, which is an important issue of audio forensics.

The existing works related to digital audio forensics mainly addressed on tampering detection [1, 2, 3, 4, 5], recorder identification [6, 7] and compression history analysis. The main ideas used in the existing literatures on audio compression history analysis are to analyze the introduced quantization artifacts. In [8, 9, 10, 11], the researches tried to uncover the double compressed MP3 audio by MDCT quantization artifacts, and our previous work [12] proposed a MDCT based feature vector for compression history detection for WAV audio. In [13, 14], the researches proposed methods for identifying speech codecs and audio codecs, and the literature [15] identifying compression traces in audio. However, few literatures report on audio forensics using the idea of deep learning, which is developed quickly recently. We try to use the deep learning in the field of audio forensics.

In this paper, we proposed a method to detect the double compressed AMR audio. From our analysis, we found some abstract representations (features) for the original audio waveform can be learned by deep learning, and such features are able to discriminate the single/double compressed AMR audio. We investigate two deep learning algorithms (i.e. SAE and dropout) for detection of double compressed AMR audio. We found that the detection rate is about 72-75% for the short (0.05 second) AMR audio segments. Then, we design a majority voting strategy, which can achieve an accuracy rate as high as 95% for detecting the AMR audio clip of 1 second. The experiments show that our method is effective to discriminate single/double compressed AMR audio, and the experiments conducted on the speech library TIMIT demonstrate the effectiveness of our method. At last, we show how it can be used to locate the forgery positions in spliced audio.

The rest of the paper is organized as follows. Section 2 presents our method for detecting the double compressed AMR audio. Section 3 shows the experimental results and Section 4 shows the potential application. Conclusion and the future work will be given in Section 5.
2. PROPOSED METHOD

The main purpose of our method is to discriminate the double compressed AMR audio from single compressed AMR audio. We first train a classifier by deep learning algorithm for short AMR audio segments to discriminate two kinds of AMR audio. Because the input of the classifier are very short audio segments, we then design a majority voting strategy for longer AMR audio clips.

Many deep learning algorithms have been proposed in recent years [16, 17], and had empirical successes in computer vision and natural language processing. It is a kind of representation learning procedure that can discover multiple layers of representation, with higher-level features representing more abstract aspects of the data [18]. The central concept is that, more abstract representation (i.e. features) can be learned with the deep learning. We investigate two kinds of deep learning algorithms to show their abilities in solving the problem of audio forensics. The first deep learning algorithms we used is SAE (stack auto-encoder) [19]. An autoencoder neural network contains three layers: a input layer, a hidden layer and a output layer. When the target values is set to be equal to the inputs, the output of the hidden units in hidden layer can be viewed as another representation (like feature) of the data. After the training of the autoencoder, the output layer is discarded. A stacked autoencoder is a neural network consisting of multiple layers of autoencoders in which the outputs of each layer is wired to the inputs of the successive layer.

Another algorithm we investigate is the idea of dropouts [20]. Some units in the hidden layers will be omitted with a suitable probability from the neural network during training to prevent a too strong co-adaptation of hidden units. In another viewpoint, hidden units must compute a feature that will be useful when some of the other hidden units are stochastically turned off.

We use SAE and Dropout method to train the deep neural network and several kinds of network architecture are tested. A network contains numbers of layers and its architecture can be described in the form of \([i \ h_1 \ h_2 \ h_3 \ldots]\), which means that there are \(i\) input units, and the first hidden layer have \(h_1\) hidden units; the second hidden layer have \(h_2\) hidden units; the third hidden layer have \(h_3\) hidden units, and so on. To intuitively show how deep learning is working, we boxplot the output value of the first ten hidden units of the \(2^{th}\) layer with dropout method for single/double compressed AMR audio, which is shown in Figure 2. The figure indicate that the distribution of the output value for some hidden units of single compressed AMR audio clearly differ from those of double compressed AMR audio. It is also imply that some other representations (features) can be learned from the audio waveform by deep learning, and such features can be used to detect single/double compressed AMR audio.

In this part, we will analyze the deep learning algorithms. We collect 1 hour (3600 seconds) speech (8KHz) by three different people using four recording devices. They are compressed to obtain the single compressed AMR audio and double compressed AMR audio. The compression bit-rates are randomly selected from 4.75, 5.15, 5.90, 6.7, 7.4, 7.95, 10.2 and 12.2kbps. In our experiments, 400 samples of waveform are normalized and then used as the input for deep learning. As the sampling rate is 8000Hz, audio of 1 second can be divided into 20 short audio segments. Therefore, we can obtain totally 3600*20=72000 single compressed AMR audio segments and also 72000 double compressed AMR audio segments. For both kinds of AMR audio, 10000 audio segments are used for training, and the remaining 62000 audio segments for testing.

![Fig. 1. Framework of detecting double AMR audio](image)

![Fig. 2. The boxplot of the output value (ranging from -1 to 1) of ten hidden units of the \(2^{th}\) hidden layer with Dropout for single/double compressed AMR audio.](image)
Table 1. Error rates of different network architecture for NN, SAE and Dropout after 400, 500, and 600 iterations (%)

<table>
<thead>
<tr>
<th>Method</th>
<th>Network</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>NN</td>
<td>[400 200 100]</td>
<td>33.20</td>
</tr>
<tr>
<td>NN</td>
<td>[400 600 300]</td>
<td>32.81</td>
</tr>
<tr>
<td>SAE</td>
<td>[400 200]</td>
<td>&gt; 35</td>
</tr>
<tr>
<td>SAE</td>
<td>[400 200 100]</td>
<td>&gt; 35</td>
</tr>
<tr>
<td>SAE</td>
<td>[400 600]</td>
<td>28.66</td>
</tr>
<tr>
<td>SAE</td>
<td>[400 600 300]</td>
<td>28.99</td>
</tr>
<tr>
<td>SAE</td>
<td>[400 600 300 150]</td>
<td>28.99</td>
</tr>
<tr>
<td>Dropout</td>
<td>[400 200]</td>
<td>33.15</td>
</tr>
<tr>
<td>Dropout</td>
<td>[400 200 100]</td>
<td>28.49</td>
</tr>
<tr>
<td>Dropout</td>
<td>[400 600]</td>
<td>31.11</td>
</tr>
<tr>
<td>Dropout</td>
<td>[400 600 300]</td>
<td>25.23</td>
</tr>
<tr>
<td>Dropout</td>
<td>[400 600 300 150]</td>
<td>26.63</td>
</tr>
</tbody>
</table>

Table 2. Identifying accuracy for single compressed AMR audio segment and double compressed AMR audio segment

<table>
<thead>
<tr>
<th>Type</th>
<th>Number</th>
<th>single AMR</th>
<th>double AMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>single AMR</td>
<td>62000</td>
<td>74.42%</td>
<td>25.58%</td>
</tr>
<tr>
<td>double AMR</td>
<td>62000</td>
<td>24.08%</td>
<td>75.92%</td>
</tr>
</tbody>
</table>

Table 3. Error rates with different dropout fraction (%)

<table>
<thead>
<tr>
<th>Dropout</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error rate</td>
<td>29.21</td>
<td>27.91</td>
<td>27.33</td>
<td>24.83</td>
<td>25.76</td>
<td>25.90</td>
<td>29.96</td>
</tr>
</tbody>
</table>

Fig. 3. Histogram of the number of wrong identified compressed AMR audio segments in 20 segments of 500 single/double AMR audio clips with 1 second. The x-axis represents the number of wrong identified compressed AMR audio segments in 20 segments.

Table 1 shows the error rates of different network architecture for NN (neural network), SAE and Dropout method after 400, 500, and 600 iterations of network training. The second part of the table shows the result of SAE method, while the third part of the table shows the result of NN with dropout method. The result indicates that the deep learning algorithms can achieve a better result than normal neural network for our problem. The error rate of the normal neural network is around 33%, while the SAE and NN with dropout method can reduce the error rate by 4% and 8%.

As we can see, when using NN with dropout method and the network architecture [400 600 300], we can achieve a lowest error rate of 24.83%, which is highlighted in the table. Next, some performance analysis will be discussed for this parameter settings.

First, the identifying accuracies for single compressed AMR audio and double compressed AMR audio are analyzed respectively. As shown in Table 2, in 62000 single compressed AMR audio, 74.42% of them can be correctly identified, while 75.92% of the double compressed AMR audio will be correctly recognized. The result suggests that such a classifier can identify both single/double compressed audio without bias. The impact of the key parameters in deep learning is also analyzed in our work. The dropout method in the above experiments use the dropout fraction of 0.5, which mean 50% of the units will be randomly dropout in the training stage. The network architecture [400 600 300] is used and the dropout fraction ranging from 0.2-0.8 is investigated, and the results are shown in Table 3. The result indicates that the best performance can be achieved when the dropout fraction is 0.5.

2.2. Voting Strategy

From the above analysis, we can see that some abstract representation of the original data can be learned via deep learning algorithm for short audio segments, but the detection rate is about 75%, not high enough. However, please note that the audio segments used are as short as 0.05 second, and we only use 14% of them for training. For the large quantity of the experimental data, the classifier trained by the deep learning algorithms could statistically characterize the intrinsic differences between single compressed AMR audio and double compressed AMR audio.

You may have a question, how can we detect the longer audio clip? A simple solution is that we divide the longer audio clip into short audio segments, and we may design a proper voting strategy for detecting. Suppose an audio clip of 1 second, we can evenly divide it into 20 short audio segments, and the deep learning classifier is used to identify each of the short segments. Figure 3 shows the statistical histogram of 500 single/double AMR audio clips of 1 second. As we can see, the number of the incorrectly recognized segments
is mostly less than 8, and it implies that the majority of the 20 segments are correctly identified. Therefore, we can use a majority voting strategy to discriminate single compressed and double compressed AMR audio. That is, when the majority (equal or greater than 11) of the 20 short audio segments are recognized as single compressed AMR audio, then we take the 1 second audio clip as single compressed AMR audio. Likewise, when the greater part of the 20 short segments is recognized as double compressed AMR audio, we take it as the double compressed AMR audio.

3. EXPERIMENTS

Speech recordings of 8KHz sampling rate and 16bits are collected for experiments. Four recording devices are employed and 1 hour speech is recorded from three different people. We use the deep learning classifier toolbox [21] in our experiments. The deep learning classifier is trained as mentioned in the previous section. We use NN with dropout method and network architecture of [400 600 300] in the following experiments because it achieves the best performance. 2000 audio clips (each 1 second) are collected for our experiments. They are compressed by AMR codec [22] to obtain the single compressed and double compressed AMR audio at random bit-rates ranging from 4.75 to 12.2kbps. Therefore, we obtain 4000 audio clips (each 1 second) in total. Our goal is to discriminate the double compressed AMR audio clip from the single compressed one. Their normalized values of waveform signal is divided into 20 segments and use the dropout model to classify. At last voting Strategy is applied to achieve the final result. The testing accuracy consists of true positive rate (TP) and true negative rate (TN) and the testing accuracy defined as (TP+TN)/2. The true positive means the rate of single compressed AMR audio is correctly recognized, while the true negative means the rate of double compressed AMR audio is correctly recognized. For all the 4000 audio clips, we can achieve a testing accuracy of 92.2%. We also have a test on 1000 single compressed and 1000 double compressed AMR audio of 2 seconds which is divided into 40 segments each, the testing accuracy can be improved to 95.3%. The results are shown in Table 4.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Length</th>
<th>Number</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>1 second</td>
<td>2000</td>
<td>92.2%</td>
</tr>
<tr>
<td>Ours</td>
<td>2 second</td>
<td>1000</td>
<td>95.3%</td>
</tr>
<tr>
<td>TIMIT</td>
<td>1 second</td>
<td>6000</td>
<td>91.1%</td>
</tr>
</tbody>
</table>

To further demonstrate the effectiveness of our proposed method, we apply it on the well-known speech dataset of TIMIT, which contain 6300 audio clips of 1-7 seconds. 6000 audio clips with the length of 1 second are collected, and their single compressed and double compressed AMR version is obtained by AMR codec. The experiment is the same as the previous one, and we can achieve the testing accuracy of 91.1%, as shown in Table 4. The result suggests that our proposed method is also effective for TIMIT dataset.

4. APPLICATION

A potential application of detecting double AMR audio is to authenticate the audio because a double AMR audio is probably not an original audio. Another application is forgery detection in AMR audio. For example, a forger may tamper the AMR audio in this way: first, the forger must decompress the AMR file to waveform, and the insertion or splicing operation can be performed. After the tampering, the forger will re-compress it to create the AMR audio. Such kind of splicing audio can be identified by our proposed method. For a suspected audio, we can divide it into several audio clips of 1 or 2 second(s) length. Using our method to identify each second, the forgery may be caught, as shown in Figure 4.

5. CONCLUSION

In this paper, we propose a method base on deep learning to detect the double compressed AMR audio. Two deep learning algorithms are investigated for this problem, and the results show that, the classifier trained by deep learning can be used to discriminate the short segment of single/double compressed AMR audio. Then, we can use a majority voting strategy to effectively discriminate single compressed and double compressed AMR audio clips.

However, we have only tried some simple network architectures. In our future work, we will consider using more layers for the network and more hidden nodes in the hidden layer. We may also apply the deep learning method in the other forensic problems such as audio splicing detection and audio steganalysis.
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