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ABSTRACT

In this paper, we consider the source localization for a mixed near-field (NF) and far-field (FF) narrowband signals impinging on a uniform linear array (ULA) with the symmetrical geometric configuration. A computationally efficient direction-of-arrivals (DOAs) and range estimation method for the mixed NF and FF signals is proposed, where the DOAs of the NF and FF signals are estimated separately, and the computationally burdensome eigendecomposition is avoided. Comparing to some existing methods, the proposed method can separate the NF signals from the FF signals more efficiently, and consequently the estimation performance is improved. The effectiveness of the proposed method is verified through numerical examples.

Index Terms— Source localization, far-field, near-field, uniform linear array, direction-of-arrival.

1. INTRODUCTION

The source localization is a fundamental problem in radar, sonar, wireless communication, seismic exploration and so on (e.g., [1] and references therein), and many algorithms have been developed to deal with either the far-field (FF) signals [2, 3] or the near-field (NF) signals [4, 5], respectively. In many application scenarios of sources localization such as speaker localization using microphone arrays [6, 7], the NF and FF signals may coexist. Hence the source localization and classification of the mixed NF and FF signals have received considerable attention recently.

By utilizing the properties of the higher-order statistics (HOS) (i.e., cumulant), and some methods were developed to localize the mixed NF and FF of non-Gaussian signals [8–11]. In these methods, the main step is to form a special cumulant matrix, which only contains the direction-of-arrival (DOA) information of mixed signals, and from this resulting cumulant matrix, the DOA estimates are obtained firstly. Then the range estimation is easily obtained, where an additional DOA association procedure is needed. However, the HOS-based methods require high computational complexity for constructing cumulant matrix. A new second-order statistics (SOS) based differencing method was developed in [12], where the crux is to eliminate the contribution of the FF signals and additive noise for localizing NF signals. Unfortunately, the structure property of the covariance matrix of incident signals is required, which is only valid for large number of snapshots. By utilizing the advantage of a symmetric uniform linear array (ULA), some SOS-based methods [13, 14] were proposed to localize the mixed NF and FF signals. These methods have low computational burden and use a subjective criterion, which distinguishes the NF and FF signals by DOAs or ranges estimation, to determine the type (i.e., NF or FF) of the incident signals. Additionally, the oblique projection [15], which projects the measurement onto a low-rank subspace along a non-orthogonal subspace, was used to separate the incident signals [13]. Although it outperforms the differencing one, it possesses a “saturation behavior” for localizing the NF signals. Moreover these SOS-based methods aforementioned require a computationally intensive procedure of eigendecomposition.

Therefore, we propose a more computationally efficient method for localizing the mixed NF and FF incident signals impinging on the ULA with the symmetrical geometric configuration. By taking the advantage of the oblique projector, a new covariance matrix which only contains the information of the NF signals is formed, then the anti-diagonal elements of this resulting matrix are used to estimate the DOA of the NF signals. Although the oblique projector was used for separating the mixed signals in [13], in this paper, we present a more efficient way to calculate it. Furthermore in order to overcome the “saturation behavior” encountered by the differencing and the oblique projection based methods for localizing the NF signals, an alternating iterative method is developed. Finally, the effectiveness of the proposed method is verified through some numerical examples.

2. DATA MODEL AND BASIC ASSUMPTIONS

As shown in Fig. 1, we consider $K$ noncoherent narrowband signals $\{s_k(n)\}$ impinging on the ULA consisting of $2M + 1$ omnidirectional sensors with spacing $d$, and
without loss of generality, we assume the first $K_1$ incident signals $\{s_k(n)\}_{k=1}^{K_1}$ are the FF ones with the locations of $\{(\kappa_k, \theta_k)\}_{k=1}^{K_1}$, while the other $K_2$ signals $\{s_k(n)\}_{K_1+1}^{K_1+K_2}$ are the NF ones with the locations of $\{(\kappa_k, \theta_k)\}_{K_1+1}^{K_1+K_2}$, where $K = K_1+K_2$. By letting the center of the ULA be the phase reference point, the received noisy array data can be expressed in a vector-matrix form as

$$x(n) = A_s s_f(n) + A_n s(n) + w(n)$$

(1)

where $x(n) \triangleq [x_{-M}(n), x_{-M+1}(n), \ldots, x_{-M-1}(n), x_M(n)]^T, w(n) \triangleq [w_{-M}(n), w_{-M+1}(n), \ldots, w_{-M-1}(n), w_M(n)]^T, s_f(n) \triangleq [s_1(n), s_2(n), \ldots, s_{K_1}(n)]^T, s_n(n) \triangleq [s_{K_1+1}(n), s_{K_1+2}(n), \ldots, s_K(n)]^T, s(n) \triangleq [s_f(n)^T, s_n(n)^T]^T$, while $A$ is the array response matrix given by $A \triangleq [A_f, A_n]$. $A_f \triangleq [a_f(\theta_1), a_f(\theta_2), \ldots, a_f(\theta_K)]^T, A_n \triangleq [a_n(r_{K_1+1}, \theta_{K_1+1}), a_n(r_{K_1+2}, \theta_{K_1+2}), \ldots, a_n(r_{K}, \theta_{K})]^T$, and the response vectors for the FF and NF signals are defined as $a_f(\theta_k) \triangleq [e^{j\omega_k m_1}, e^{j\omega_k m_2}, \ldots, e^{j\omega_k m_{M-1}}, 1, e^{j\omega_k m_{M}}, \ldots, e^{j\omega_k m_{M}}]^T$, and $a_n(r_{K_1+1}, \theta_{K_1+1}), a_n(r_{K_1+2}, \theta_{K_1+2}), \ldots, a_n(r_{K}, \theta_{K})^T$, where $(\cdot)^T$ denotes transpose. Furthermore the phase delay of the FF signals $\omega_k$ is defined as $\omega_k \triangleq -2\pi d \sin(\theta_k)/\lambda$, where $\phi_k \triangleq \pi d^2 \cos^2(\theta_k)/\lambda^2$, and $\lambda$ is the wavelength of incident signals, while by using the so-called Fresnel approximation, the phase delay of the NF signals $\tau_{mn}$ is given by $\tau_{mn} \triangleq \omega_m m + \phi_k m^2$ for $m = -M, -1, 0, 1, \ldots, M$, where $\phi_k \triangleq \pi d^2 \cos^2(\theta_k)/\lambda^2$.

In this paper, we make the following assumptions: 1) The array is calibrated and the array response matrix $A$ has full rank. 2) The incident signals $\{s_k(n)\}$ are zero-mean wide-sense stationary random processes and are uncorrelated each other. 3) The additive noises $\{w(n)\}$ are temporally and spatially complex white Gaussian random process with zero-mean and variance $\sigma^2$ and are independent to the incident signals $\{s_k(n)\}$. 4) The numbers of the incident NF and FF signals $K_1$ and $K_2$ are known, and the number of all incident signals $K$ satisfies the relation $K < M + 1$.

3. NEW METHOD FOR SOURCE LOCALIZATION

Under the basic assumptions, from (1), we can obtain the array covariance matrix $R$ of the received data as

$$R \triangleq E\{x(n)x^H(n)\} = A_f A_f^H + A_n A_n^H + \sigma^2 I_{2M+1} = \hat{R} + \sigma^2 I_{2M+1}$$

(2)

where $\hat{R}$ is the noiseless array covariance matrix defined by $\hat{R} \triangleq A_f A_f^H = R - \sigma^2 I_{2M+1}$. $R_{sf}$ and $R_{sn}$ are the covariance matrix of the FF or NF signals defined by $R_{sf} \triangleq E\{s_f(n)s^H_f(n)\}$ and $R_{sn} \triangleq E\{s_n(n)s^H_n(n)\}$, while $R_{sf} \triangleq E\{s_f(n)s^H_f(n)\} = \text{blkdiag}(R_{sf}, R_{sf}), E\{w(n)w^H(n)\} = \sigma^2 I_{2M+1}$, where $\text{blkdiag}$ denotes block diagonal matrix operator and the Hermitean transpose, and $I_m$ is a $m \times m$ identity matrix.

Fig. 1. The ULA with the symmetrical geometric configuration.

3.1. DOA Estimation of FF Signals

Firstly, we can divide the array response matrix $A$ in (1) into two submatrices as

$$A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} \in \mathbb{C}^{2M+1 \times K}$$

(3)

Under the basic assumptions, we can find that there exist a $K \times (2M+1-K)$ linear operator $P$ between $A_1$ and $A_2$ [3], i.e.,

$$A_2 = P^H A_1$$

(4)

or

$$[P^H, -I_{(2M+1-K)}] A = Q^H A = O_{(2M+1-K) \times K}$$

where $O_{p \times q}$ denotes a $p \times q$ null matrix. From (5), we easily have

$$Q^H A_f(\hat{\theta}, \bar{\theta}) = 0_{(2M+1-K) \times 1}$$

(6)

$$Q^H A_f(\bar{\theta}) = 0_{(2M+1-K) \times 1}$$

(7)

Secondly, to get the noiseless covariance matrix $\hat{R}$, we need to estimate the noise variance. By considering the partition

$$R = \begin{bmatrix} \hat{R}_{11} & \hat{R}_{12} \\ \hat{R}_{21} & \hat{R}_{22} \end{bmatrix} \in \mathbb{C}^{2M+1 \times 2M+1}$$

then the noise variance $\sigma^2$ can be obtained by [16]

$$\sigma^2 = \frac{\text{tr}\{\hat{R}_{22}\Pi\}}{\text{tr}\{\Pi\}}$$

(9)

where $\Pi = I_{2M+1-K} - \hat{R}_{22} \hat{R}_{22}^H, \text{tr}\{\cdot\}$ denotes the trace operator, and $\frac{\cdot}{\cdot}$ denotes the Moore-Penrose pseudoinverse. Furthermore, we can also divide $\hat{R}$ into two parts as $\hat{R} = [G^H, H]$, in which $G$ and $H$ consist of the first $K$ or the last $2M+1-K$ columns. Thus, when the number of snapshots is finite, the DOAs $\{\theta_k\}_{k=1}^{K_1}$ of the FF signals can be estimated by minimizing the following cost function

$$g_f(\theta) = A_f^H(\theta) \Pi Q A_f(\theta)$$

(10)

where $\Pi Q = \hat{Q} (\hat{Q}^H \hat{Q})^{-1} \hat{Q}^H = \hat{Q} (I_{2M+1-K} - \hat{P} \hat{P}^H + \hat{I}_K)^{-1} \hat{P} \hat{P}^H, \hat{P} = (G^H \hat{G})^{-1} \hat{G}^H \hat{H}$, and $Q = [\hat{P}^T, -I_{(2M+1-K)}]^T$, while $\Pi Q$ is calculated using the matrix inversion lemma implicitly [17].

3.2. DOA Estimation of NF Signals

By using the DOAs of the FF signals, from (2), we have a $(2M+1) \times (2M+1)$ matrix as

$$\hat{R}_n \triangleq \hat{R} \Pi A_f^H A_f \Pi A_f^H \hat{R}_n$$

(11)
where $\Pi_{A_j} \triangleq I_{2M+1} - A_j (A_j^H A_j)^{-1} A_j^H$. By employing the QR decomposition of $R_n$, as $R_n = \hat{Q} \hat{R}$, we can obtain the oblique projector $E_{A_j[A_n]}$ in the following manner

$$E_{A_j[A_n]} = A_j (\hat{Q} \hat{Q}^H A_j)^\dagger$$

where $\hat{Q}$ is the last $2M + 1 - K_2$ columns of the $\hat{Q}$ [18]. Then from (2) and (12), a array covariances matrix $R_n$ corresponding to the NF signals can be obtained

$$R_n \triangleq A_n R_{sn} A_n^H = (I_{2M+1} - E_{A_j[A_n]} \bar{R}(I_{2M+1} - E_{A_j[A_n]})^H$$

where its anti-diagonal element $r_n(i)$ is given by

$$r_n(i) \triangleq (R_n)_{i,2M+2-i} = \sum_{k=K_1+1}^{K} r^2_{sk} e^{-j2(M+1-i)\omega_k}$$

where $i = 1, 2, \cdots, 2M + 1$, and $r^2_{sk}$ is the power of the $k$th NF signal defined by $r^2_{sk} \triangleq E[s_k(n)^* s_k(n)]$, where $(\cdot)^*$ denotes the complex conjugate. The element $r_n(i)$ only contains the DOA information of the NF signals. Then we can construct a new $(M + 1) \times (M + 1)$ covariance matrix like the FF Toeplitz covariance matrix [19] as

$$\bar{R}_n \triangleq \begin{bmatrix}
  r_n(M+1), & \ldots, & r_n(2), & r_n(1) \\
  r_n(M+2), & \ldots, & r_n(3), & r_n(2) \\
  \vdots & \ddots & \vdots & \vdots \\
  r_n(2M+1), & \ldots, & r_n(M+2), & r_n(M+1)
\end{bmatrix}$$

After some simple algebraic manipulations, it can be rewritten in a more compact form as

$$R_n = \bar{A}_n(\theta) R_{sn} A_n^H(\theta)$$

where $\bar{A}_n(\theta) \triangleq [\bar{a}_n(\theta_1), \cdots, \bar{a}_n(\theta_{K_1})]^T$, and $\bar{a}_n(\theta_k) \triangleq [1, e^{j\omega_k}, \cdots, e^{j2M\omega_k}]^T$. In a similar way to the above, we can also divide $\bar{A}_n(\theta)$ into two submatrices as

$$\bar{A}_n(\theta) = \begin{bmatrix}
  \bar{A}_{n1}(\theta) \\
  \bar{A}_{n2}(\theta)
\end{bmatrix}$$

where $\bar{A}_{n1}(\theta)$ is of full rank, and the rows of $\bar{A}_{n2}(\theta)$ can be expressed as a linear combination of the rows of $\bar{A}_{n1}(\theta)$. Hence, there exist a $K_2 \times (M + 1 - K_2)$ linear operator $\bar{P}$ between $\bar{A}_{n1}(\theta)$ and $\bar{A}_{n2}(\theta)$ [3]

$$\bar{A}_{n2}(\theta) = \bar{P}^H \bar{A}_{n1}(\theta)$$

or

$$[\bar{P}^H, -I_{M+1-K_2}] \bar{A}_n(\theta) = \hat{Q}^H \bar{A}_n(\theta) = O_{(M+1-K_2)\times K_2}$$

Then we have

$$\hat{Q}^H \bar{A}_n(\theta) = 0_{(M+1-K_2)\times 1}$$

Similarly, we can divide $\bar{R}_n$ into two parts as $\bar{R}_n = [\bar{G}, \bar{H}]$, in which $\bar{G}$ and $\bar{H}$ are two submatrices consisting of its first $K_2$ or the last $M + 1 - K_2$ columns. Thus when the number of snapshots is finite, the DOAs $\{\hat{\theta}_k\}_{k=K_1+1}^K$ of the NF signals can be estimated by minimizing the following cost function

$$f_n(\theta) = \bar{a}_n^H(\theta) \Pi_{Q} \bar{a}_n(\theta)$$

where $\Pi_{Q} = \hat{Q}(\hat{Q}^H \hat{Q})^{-1} \hat{Q}^H = \hat{Q}(I_{M+1-K_2} - \hat{P}) \hat{P}^H (I_{K_2} - \hat{P}) \hat{P}^H$ and $\hat{Q} = [\hat{P}^T, -I_{M+1-K_2}]^T$.

### 3.3. Range Estimation of NF Signals

Once we get the DOA estimates of the NF signals, the ranges can be found from (6). In the case of the finite number of snapshots, $\{\bar{r}_k\}_{k=K_1+1}^K$ can be estimated in the Fresnel region (i.e., $r_f \subset (0.6D^3 / \lambda)^{1/2}, 2D^2 / \lambda$) by minimizing the following cost function

$$\tilde{f}_n(r) = a_n^H(r, \hat{\theta}) \Pi_{Q} a_n(r, \hat{\theta})$$

where $D$ is the aperture of the array [5], and the estimated range $\{\bar{r}_k\}_{k=K_1+1}^K$ and the estimated DOAs $\{\hat{\theta}_k\}_{k=K_1+1}^K$ are automatically paired without any additional procedure.

### 3.4. Alternating Iterative Scheme for NF Signals

In the DOA estimation of the NF signals, we need to calculate the oblique projector $E_{A_j[A_n]}$, where the block diagonal structure of signal covariance matrix $R_n$ and the anti-diagonal elements of $R_n$ are exploited. Unfortunately, when the number of snapshots is finite, $R_n$ may not be block diagonal, and the anti-diagonal elements of $R_n$ contain not only the information of the NF signals but also that of the FF signals. Then from (11), we can see that

$$\bar{R}_n = A_n \bar{R}_{sn} A_n^H \Pi_{A_j} + A_j \bar{R}_{sn} A_n^H \Pi_{A_j}^\perp$$

where $\bar{R}_{sn} = (1/N) \sum_{n=1}^{N} s_f(n) s_f^H(n)$. It is obvious that the range space of $\bar{R}_n$ is not strictly equal to the range space of $A_n$ due to the existence of the FF signals. As a result, we cannot get the exactly estimation of $E_{A_j[A_n]}$ by using (12), and $\bar{R}_{sn}$ is not affected by the additive noise, which means that even the signal-to-noise ratio (SNR) tends to infinity, the influence of $\bar{R}_{sn}$ still exists. Hence in the localization of the NF signals, the estimation error doesn’t decrease with the increasing SNR, which is so-called “saturation behavior” [18]. To cope with this problem, we propose an alternating iterative scheme for localizing the NF signals.

When the DOAs of the FF and NF signals and the ranges of the NF signals are estimated from (10), (21), and (22), we can recalculate the oblique projector $E_{A_j[A_n]}$ as

$$E_{A_j[A_n]} = A_j (A_j^H \Pi_{A_n} A_j)^{-1} A_j^H \Pi_{A_n}^\perp$$

then we can refine the estimation of the DOAs and ranges of the NF signals with (13), (15), (21) and (22). By repeating these steps several times, the saturation problem is solved.

### 3.5. Implementation of Proposed Method

When the $N$ snapshots of array data are available, the implementation of the proposed method can be summarized as follows:

1. Calculate the estimates of covariance matrices $R$ in (2) as

$$\hat{R} = \frac{1}{N} \sum_{n=1}^{N} x(n) x^H(n)$$
4. NUMERICAL EXAMPLES

In this section, we evaluate the performance of the proposed method in localizing the mixed NF and FF signals by using a ULA consisting of \( N = 7 \) sensors with element spacing \( d = \lambda/4 \). Two signals with equal power arrive from the locations \( (\infty,-5^\circ) \) and \( (1.7\lambda, 25^\circ) \), where the first one is the FF signal and the second one is the NF signal. Meanwhile, the behavior of the SOS–based algorithm [13] and the Cramer-Rao lower bound (CRB) [13] are also presented. The results in each of the examples below are obtained from 500 independent Monte Carlo trails, where SNR is defined as the ratio of the signal power to the noise variance at each sensor.

\section*{Example 1–Performance versus SNR: The number of snapshots is \( N = 200 \).} In Fig. 2, we can see that the DOA estimates of the mixed signals are obtained separately. The performance of the proposed FF estimator is almost same as the SOS-based algorithm, while the proposed NF estimator is super better than it, especially at the high SNR. Furthermore, the saturation problem is efficiently solved by alternating iterative procedure.

\section*{Example 2–Performance versus Number of Snapshots:} The SNR is fixed at 0dB, and the number of snapshots varies from 10 to 1000. The results are shown in Fig. 3. It can be observed that for both the FF and NF signals, the proposed method behaves better than the SOS-based algorithm.

5. CONCLUSION

Based on the SOS and the oblique projector technique, this paper proposes a new method for the mixed FF and NF sources localization problem without multidimensional search, HOS and eigendecomposition. The examples show that the estimates of the parameters of both FF and NF signals are reasonably good. Meanwhile, the proposed method is computationally efficient, and achieves a classification of the source types without extra procedure.
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