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ABSTRACT

Identification of epochs from speech signals is a prominent task in speech processing. In this paper, epoch extraction is attempted from phase spectrum of speech signals. The phase spectrum of speech is modelled as an allpass (AP) filter by minimizing entropy of energy in the associated error signal. The AP residual thus obtained contains prominent unambiguous peaks at epoch locations. These peaks in AP residual constitute a set of candidate epoch locations from which appropriate ones are identified using a dynamic programming algorithm. The proposed method is evaluated on a subset of CMU Arctic database and it is observed that it delivered better epoch extraction performance than the prominent speech events estimation method—DYPSA. In case of telephone channel speech, the proposed method significantly outperformed zero frequency resonator based method also.

Index Terms— Epochs, Phase spectrum, Allpass modelling, Entropy, Allpass residual.

1. INTRODUCTION

Voiced sounds are produced by exciting the vocal-tract system (VTS) with quasi-periodic sequence of glottal pulses, generated by vibration of vocal-folds. Within each period of a glottal pulse, significant excitation of VTS happens at the instant of glottal-closure, which is called the epoch [1]. Many speech analysis methods benefit from accurate estimation of epochs from speech signal. For example, knowledge of epoch locations can be used to estimate instantaneous fundamental frequency from speech signals [2]. The region immediately after an epoch is referred to as glottal closure region, whose properties were exploited in computing free resonances of VTS [3]. The information about glottal closure regions was employed for speech enhancement, as they are less affected by noise [4]. The knowledge of epochs is used for pitch synchronous analysis of speech and prosody modification [5,6].

Speech is the outcome of a time-varying VTS driven by a time-varying excitation source. The information about epoch locations is mainly manifested in the excitation source of speech signal. The VTS characteristics needs to be suppressed to highlight information about excitation source. This can be achieved by modelling VTS, and performing inverse filtering of speech through the model. Linear prediction (LP) analysis is one such method to model VTS as an all-pole filter [7]. The filter coefficients are used to inverse filter speech signal to derive LP residual. Since LP analysis models only the magnitude response of VTS, LP residual contains multiple peaks of either polarity around epoch locations, as it can be seen from Fig. 1(b). As a result, epoch locations cannot be identified unambiguously from LP residual. In order to address this issue, Ananthapadmanabha et al. used Hilbert envelope of LP residual to identify epoch locations [8]. Smits et al. used phase slope function derived from the group-delay of LP residual for epoch extraction [9]. Naylor et al. proposed a dynamic programming based algorithm (DYPSA) for epoch extraction using phase slope functions and quasi-periodic nature of epoch locations [10,11]. Drugman et al. presented a mean-based signal and LP residual based method (SEDREAMS) for epoch identification together with a review of several methods in [12]. In all the above methods, VTS characteristics are suppressed using the LP analysis. In zero-frequency resonator (ZFR) method, the speech signal is passed through a narrowband infinite-impulse response (IIR) filter around 0 Hz to suppress the characteristics of VTS [13]. Since vocal-tract resonances exist only above 300 Hz, the output of ZFR mainly contains the information about excitation source. The zero-crossings of the output of ZFR are hypothesized as epoch locations. An FIR implementation of ZFR based method along with dynamic programming was studied in [14].

The information about epoch locations is mainly reflected in the phase spectrum of speech signal. In this paper, we propose a method for epoch extraction from the phase spectrum of speech. The phase spectrum of a segment of speech signal is modelled using an allpass (AP) filter. The error signal associated with the modelling, referred to as AP residual, contains significant unambiguous peaks at epoch locations. The peaks in AP residual form the candidates for epoch locations from which suitable ones are selected using a dynamic programming algorithm.

The rest of the paper is organized as follows: Section 2 discusses our motivation for modelling phase spectrum of speech signals. Section 3 describes a method for estimation of AP filter coefficients and computation of AP residual. Experimental evaluation of the proposed method and its comparison with existing methods is presented in Section 4. In section 5 we conclude the proposed work.

2. ALLPASS MODELLING OF PHASE SPECTRUM

The frequency domain representation $S(j\omega)$ of a discrete-time signal $s[n]$ is given by [15]

$$S(j\omega) = \sum_{n=-\infty}^{+\infty} s[n]e^{-j\omega n}$$

(1)

which can be expressed in the polar form as

$$S(j\omega) = |S(j\omega)|e^{j\angle S(j\omega)}$$

(2)

where $|S(j\omega)|$ is called the magnitude spectrum and $\angle S(j\omega)$ is called the phase spectrum of signal $s[n]$. In the case of speech signals, the magnitude spectral envelope is mainly contributed by VTS,
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While the phase spectrum is mainly contributed by excitation source, the information about VTS can be suppressed by removing the magnitude spectral information from speech signal. Magnitude spectral information can be removed by dividing the speech spectrum \( S(j\omega) \) with its magnitude spectrum \( |S(j\omega)| \). A signal, termed as phase signal, which retains only the phase spectral characteristics of \( s[n] \) is derived as follows:

\[
y[n] = F^{-1}\left\{ \frac{S(j\omega)}{|S(j\omega)|} \right\}
\]

where \( F^{-1} \) denotes the inverse discrete-time Fourier transform. Removing magnitude spectral information in frequency-domain is equivalent to removing second order relations among the samples in time-domain. The samples of phase signal \( y[n] \) are uncorrelated, owing to the magnitude spectrum removal, but they are not independent. That is, the information about phase spectrum of \( s[n] \) is embedded in the higher order relations among samples of \( y[n] \). The phase signal \( y[n] \) derived from a speech segment \( s[n] \) in Fig. 1(a) is shown in Fig. 1(c). The phase signal \( y[n] \) in Fig. 1(c) contains multiple peaks of either polarity around epoch locations due to the phase spectral characteristics induced by VTS. These phase spectral characteristics have to be suppressed in order to enhance the evidence for true epoch locations.

An investigation for a suitable filter for modelling phase signal \( y[n] \) leads to allpass (AP) filter. AP filter is an autoregressive moving average (ARMA) filter with zeros of the transfer function lying at conjugate reciprocal locations of its poles. The transfer function of an \( M^{th} \) order AP filter is given by:

\[
H(z) = \frac{a_M + a_{M-1}z^{-1} + \ldots + a_1z^{-M+1} + z^{-M}}{1 + a_1z^{-1} + \ldots + a_Mz^{-M}}
\]  

Both the numerator and denominator polynomials of \( H(z) \) have same set of coefficients \( a = [a_1a_2\ldots a_M]^T \), one being the flipped version of other. It can be shown that the AP filter in (4) exhibits a flat magnitude response (\( |H(j\omega)| = 1 \)), and an arbitrary phase response depending on the filter coefficients \( a \). An AP filter, when excited with a sequence of independent and identically distributed (i.i.d.) non-Gaussian samples \( x[n] \), generates a sequence of uncorrelated but dependent samples as output. This characteristic exactly matches with that of the phase signal \( y[n] \), and hence AP filter is a suitable choice for modelling \( y[n] \).

In this work, we have modelled the phase signal \( y[n] \) as the output of an AP filter excited with i.i.d. non-Gaussian input \( x[n] \). Given the output signal \( y[n] \) and the filter coefficients \( a \), the input signal \( x[n] \) can be computed in a noncausal manner as follows:

\[
x[n] = -\sum_{l=1}^{M} a_l x[n+l] + y[n + M] + \sum_{l=1}^{M} a_l y[n + M - l]
\]  

The coefficients of the AP filter are estimated by imposing production-specific constraints on the input \( x[n] \).

### 3. ESTIMATION OF ALLPASS COEFFICIENTS

Estimation of AP transfer function is an ill-posed problem, because both filter coefficients \( a \) and input \( x[n] \) are unknown. Hence it requires some assumptions on either \( a \) or \( x[n] \) to deal with the modelling problem. Chi et al., proposed a method for estimating the filter coefficients \( a \) which maximizes the higher-order cumulant (3\(^{rd} \) or 4\(^{th} \)) of the input signal \( x[n] \) [16]. The AP modelling of LP residual using this method was presented in [17] with application to speaker recognition. This method requires the knowledge of optimal cumulant to maximize. Breidt et al. modelled financial time series as an output of AP filter by enforcing Laplacian distribution on input signal \( x[n] \) [18]. A maximum likelihood estimation of AP systems is proposed in [19] where the input signal \( x[n] \) follows an arbitrary probability distribution with known parameters. These methods require a priori information about the probability distribution followed by the input signal \( x[n] \). In this paper, we estimate the AP filter coefficients by imposing speech production specific constraints on the input signal \( x[n] \).

From the acoustic theory of speech production, it is known that significant component of the energy in each glottal cycle is delivered at the instant of glottal closure. An ideal scenario can be visualized as an impulse excitation at the epoch, and zero excitation elsewhere in the glottal cycle. The input to the voiced segment can be assumed as a sequence of impulses, in which the energy is concentrated only at a few samples. We would like to derive an input signal \( x[n] \) whose energy is concentrated only at epoch locations. Since \( x[n] \) is derived by inverse filtering the phase signal \( y[n] \) through the AP filter, the total energy of \( x[n] \) should be same as the total energy of \( y[n] \). So without loss of generality, we can make the phase signal \( y[n] \) a unit energy signal by dividing each sample with the total energy of the frame. We need to estimate the AP filter coefficients such that the unit energy in \( x[n] \) gets concentrated only at a few samples. The energy contributed by each sample in the input signal \( x[n] \) can be expressed as:

\[
e[n] = x^2[n]
\]  

Since each of the samples in \( e[n] \) is positive and sum of the samples is unity, it can be viewed as a valid probability mass function. The energy \( e[n] \) can be made to concentrate only at a few samples by minimizing its entropy. The concept of minimum entropy deconvolution was explored for seismic recordings in [20], which was later extended to period estimation of quasi-periodic sequences in [21]. In this paper, we adopt a gradient based iterative procedure for entropy minimization. The entropy of \( e[n] \) can be expressed as a function of AP filter coefficients \( a \) as [22]:

\[
J(a) = -\sum_{n=1}^{N} e[n] \log e[n]
\]
The AP coefficients $a$ are estimated by minimizing the entropy in (7). In the minimization procedure, the set of filter coefficients $a_k$ at iteration $k$ is computed as

$$a_k = a_{k-1} - \eta \frac{\partial J(a)}{\partial a} \bigg|_{a=a_{k-1}} \tag{8}$$

where $a_{k-1}$ are the filter coefficients at $(k-1)$th iteration, $\eta$ is the learning rate parameter, and $\frac{\partial J(a)}{\partial a}$ is the gradient. At the beginning of the iterations, $a$ is initialized to small random values ensuring that the poles of $H(z)$ are lying inside unit circle. The gradient of the objective function $J(a)$ with respect to the filter coefficients $a$ is calculated using chain rule as follows:

$$\frac{\partial J(a)}{\partial a} = \frac{\partial J(a)}{\partial e[n]} \frac{\partial e[n]}{\partial x[n]} \frac{\partial x[n]}{\partial a}$$

$$= - \sum_{n=1}^{N} (1 + \log e[n]) (2e[n]) \left( \frac{\partial x[n]}{\partial a} \right) \tag{9}$$

where, the derivative of $x[n]$ with respect to $a$ is given by

$$\frac{\partial x[n]}{\partial a_p} = - \sum_{l=1}^{M} \alpha_l \frac{\partial x[n+l]}{\partial a_p} - x[n+p] + y[n+M-p] \tag{10}$$

for $\forall p \in \{1, 2, ..., M\}$. A careful observation of (10) suggests that the derivative of $x[n]$ with respect to $a_p$ can be computed by filtering $y[n+M-p] - x[n+p]$ through an all-pole filter with coefficients $a$. The filter coefficients are updated using the above equations till the decrement in $J$ becomes negligibly small. The updating of coefficients will be terminated when the decrement in $J$ is smaller than a predefined threshold, i.e. $J(a_{k-1}) - J(a_k) < \epsilon$, where threshold value $\epsilon$ is chosen as $10^{-6}$ in this study.

The behaviour of objective function for voiced and unvoiced segments is shown in Fig. 2. The objective function achieved a lower value for voiced segment than for an unvoiced segment. This is because the excitation for voiced segments is impulse-like and is concentrated only at the epoch locations. On the other hand, the excitation for unvoiced segments is noise-like and spreads across the time which cannot be modelled effectively.

3.1. Epoch extraction

The estimated AP coefficients are used to inverse filter the phase signal $y[n]$ to obtain an estimate of the input signal $x[n]$, which hereafter, is referred to as AP residual. The AP residual obtained from a voiced speech segment exhibits sharper peaks at the epoch locations as entropy of its energy is minimized. Fig. 3 shows absolute values of AP residual obtained with $M = 4, 14, 24$ and (d) DEGG signal for reference.

![Fig. 2: Behaviour of the objective function for voiced and unvoiced frames.](image)

![Fig. 3: Effect of model order $M$ on AP residual. Absolute values of AP residual obtained with (a) $M = 4$, (b) $M = 14$, (c) $M = 24$ and (d) DEGG signal for reference.](image)

3.2. Epoch selection

The AP residual contains unambiguous peaks of single sample width at epoch locations and relatively small values elsewhere. This characteristic of AP residual is exploited to identify the candidates for epoch locations. From these candidate locations, epochs are selected by minimizing a cost function using dynamic programming approach similar to the one proposed in [10]. The value of a cost function (penalty) is minimized using a P-best dynamic programming algorithm [23, 24]. The factors used in constructing the cost function with respect to a matrix of candidate epoch locations are: strength of the peak in AP residual, correlation coefficient between frames of speech, and Frobenius norm cost [25]. Unlike general dynamic programming approaches which deliver single path with minimum penalty, the P-best algorithm will keep P paths with least penalties at each iteration. These paths will act as history for the next iteration in deciding the penalty values of intersecting paths at differ-
ent nodes in the matrix of candidate epoch locations. This algorithm gives robust and unambiguous decisions of right epoch locations by considering a beam of search space rather than following single absolute path in the epoch locations matrix [23].

4. EXPERIMENTAL EVALUATION

A subset of CMU Arctic database consisting of 100 utterances each from a male (bdk) and a female speaker (slt) is used to evaluate the proposed method. The electrogлотtograph (EGG) signals are used to extract the reference epoch locations. The database consists of 52125 epoch locations. All the signals are down-sampled to 8 kHz for evaluation.

Speech signal is windowed into frames of 25 ms shifted by 10 ms. For each frame of 25 ms, the magnitude spectrum is suppressed to obtain the phase signal $y[n]$ as in (3). The phase signal $y[n]$ is modelled as the output of AP filter, and the AP residual $x[n]$ is derived. In this study we have used a 14th order AP filter to model the phase signal $y[n]$. AP residual $x[n]$ is thresholded to 0.2 to obtain the candidates for epoch locations. Selection of genuine epochs from the candidates was done using a P-best dynamic programming approach, where $P$ is chosen as 5. The selected epochs are compared with the reference epoch locations to evaluate the performance.

The performance evaluation is carried out by defining the following measures [10]:

1. Identification rate (IDR) is defined as the number of larynx cycles in which exactly one epoch is detected
2. Miss rate (MR) is the number of larynx cycles where no epochs has been detected
3. False alarm rate (FAR) is the number of larynx cycles where more than one epoch locations have been returned.
4. Identification error ($\zeta$) is the timing error between the reference epoch location and the detected epoch location in case of proper identification.

where a larynx cycle is defined as $\frac{1}{2}(t_{r-1} + t_r) \leq n \leq \frac{1}{2}(t_r + t_{r+1})$, where $t_r$ is a reference epoch location with preceding and succeeding reference epoch locations at $t_{r-1}$ and $t_{r+1}$.

The performance of the proposed method based on AP modelling (APM), along with two other prominent epoch extraction methods namely ZFR [13] and DYPSA [10] (implemented using [26]), is given in Table 1. The proposed method performs better than the LP residual based DYPSA, although the performance of ZFR method is the best among the three.

Evaluation of the proposed method is done on telephone speech to check for robustness towards telephone channel effects. Telephone channel is simulated as a bandpass infinite impulse response (IIR) filter, $G(z)$ for the channel bandwidth of 300 Hz to 3400 Hz whose frequency response is shown in Fig. 5. Clean speech from the database is filtered out through this filter to obtain telephone speech. The performances of different epoch extraction strategies for telephone speech is shown in Table 2. The epoch identification rate of the proposed method for telephone speech stayed relatively equivalent to that for clean speech. DYPSA stayed inferior to the proposed algorithm, though it delivered a slightly better performance for telephone speech. But the performance of ZFR drastically reduced since it relies on the impulse-like nature of excitation which was brought out by filtering around zero frequency. The telephone speech is deprived of components around zero frequency and hence ZFR fails to capture excitation information.

Table 2: Performance of epoch extraction methods on telephone speech.

<table>
<thead>
<tr>
<th>Method</th>
<th>IDR (%)</th>
<th>MR (%)</th>
<th>FAR (%)</th>
<th>$\zeta$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>APM</td>
<td>93.68</td>
<td>3.55</td>
<td>2.77</td>
<td>0.3521</td>
</tr>
<tr>
<td>ZFR</td>
<td>70.06</td>
<td>2.08</td>
<td>27.86</td>
<td>0.3895</td>
</tr>
<tr>
<td>DYPSA</td>
<td>92.26</td>
<td>6.56</td>
<td>1.18</td>
<td>0.3606</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

An epoch extraction methodology relying on phase spectral characteristics of speech signals was proposed in this paper. Phase spectrum of speech was modelled as an allpass (AP) filter by minimizing the entropy of energy content in AP residual. The resultant AP residual exhibited train of impulse-like nature with proper placement of prominent impulses at epoch locations, thus rendering unambiguous epoch identification. The epoch extraction performance of the proposed method was found to be superior to DYPSA algorithm, and in case of telephone speech, it outperformed zero frequency based method too. These results pointed to the evidence for presence of information about epochs in phase spectrum of speech, which was captured by AP modelling and was manifested in AP residual as sharp peaks.
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