EXPLOITING TRANSFER LEARNING FOR PERSONALIZED VIEW INVARIANT GESTURE RECOGNITION
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ABSTRACT
A robust gesture recognition system is an essential component in many human-computer interaction applications. In particular, the widespread adoption of portable devices and the diffusion of autonomous systems with limited power and load capacity has increased the need of developing efficient recognition algorithms which operates on video streams recorded from low cost devices and which can cope with the challenging issue of point of view changes. A further challenge arises as different users tend to perform the same gesture with different styles and speeds. Thus a classifier trained with gestures data of certain set of users may work poorly when data from other users are being processed. However, as often a mobile device or a robot are intended to be used by a single or by a small group of people, it would be desirable to have a gesture recognition system designed specifically for these users. In this paper we introduce a novel approach to face the problems of view-invariance and user personalization in the context of gesture interaction systems. More specifically, we propose a domain adaptation framework based on a feature space augmentation approach operating on robust view-invariant Self Similarity Matrix descriptors. To prove the effectiveness of our method a dataset corresponding to 17 users performing 10 different gestures under 3 point of views is collected and an extensive experimental evaluation is performed.

Index Terms— Gesture recognition, low cost cameras, view invariance, transfer learning.

1. INTRODUCTION
In recent years, due to the widespread adoption of mobile devices and to the advent of low cost RGB-D sensors, we are witnessing a renewed interest towards developing novel gesture interaction systems. Many solutions can be devised, mostly depending on the employed sensors (e.g. inertial sensors, traditional webcams, RGB-D cameras) and on the application (e.g. human-robot cooperation, human-computer interaction). In this paper we focus our attention on low cost RGB cameras as we ultimately target the application of designing a gesture-recognition approach used for imposing commands to an autonomous system with limited power and load capacity, e.g. a quadcopter.

In the computer vision community, the problems of gesture and action recognition have received considerable attention in the past [1]. Many challenges arise, mainly due to the varying position of the target with respect to the camera, to the user-specific way of executing a particular gesture and, more in general, to other environmental factors (e.g. changes in illumination conditions).

In this paper we introduce an approach to effectively cope with the first two issues. We propose a novel gesture recognition method which takes advantage of the recent Self-Similarity Matrix (SSM) descriptors [2] to compute features which are robust to small changes of point of view and adopts an efficient transfer learning methodology to improve recognition accuracy through user personalization.

User personalization is particularly important in the considered scenario of human-robot interaction since after a quadcopter is bought, typically a single or a limited set of users will be demanded to command it in order to perform specific tasks. In general other applications can benefit from a gesture recognition system targeted to specific users, e.g. applications involving personal portable devices. We consider the scenario where we have only few gestures samples (the target samples) from a specific user, collected during a very short configuration phase. As a classifier trained only on these data will perform poorly, we propose to exploit previous knowledge available in form of gesture sequences (the source data) collected by other users (depending on the application and on the specific set of gestures considered, these data can be gathered easily by downloading them from the web). Transfer learning operates by transferring useful information from source data in order to improve classification performance on target data.

We evaluate our approach on a dataset consisting of 10 gestures (corresponding to the user drawing in the air the ten digits 0-9) performed by 17 targets. Each gesture is repeated three times. Each repetition correspond to a different posi-
tion of the target with respect to the camera. Many previous works have addressed the gesture recognition problem [3, 4, 5], however, to our knowledge, there are no view invariant approaches performing domain adaptation on specific users.

2. RELATED WORKS

Gesture recognition is an active research area in computer vision [1]. In general visual based gesture interaction systems suffer from lack of robustness due to point of view changes, intra-class variations and self-occlusions. To overcome the issue of point of view variations many works have focused on transferring visual features across views [6, 7, 8, 9, 10] or using view-invariant features [2, 11].

Bag-of-words models are probably the most widely used approaches to address the problem of gesture recognition [12, 13, 14]. Visual vocabularies are learned from clustering spatio-temporal feature descriptors, then the video features are computed by projecting the associated descriptors into the precomputed vocabulary. Another class of methods exploits autoregressive (AR) models [15, 16]. In [17] a Tensor Canonical Correlation Algorithm (TCCA) is proposed to compute the similarity among actions while in [18] SIFT features in combination with CCA are used to perform gesture recognition. In this paper we adopt the view invariant descriptors proposed in [2], evaluating their suitability to our scenario and to the chosen set of gestures. In fact, in [2] a different problem is considered, i.e. action recognition in a multi-camera setup.

Recently, due to the need of deploying systems able to reconfigure themselves according to changes of environmental conditions, transfer learning approaches have become popular in the computer vision community. A good survey on these techniques is presented in [19]. Zheng et al. [20] propose to perform knowledge transfer from source data to target data using the Maximum Mean Discrepancy criterion to evaluate how much to transfer. In [21] transfer learning is adopted to improve visual object categorization performances, adapting classifiers previously learned to a novel scenario. In [22] a risk based transfer learning framework is proposed for place recognition. In this work we consider the adaptation framework proposed in [23] as it is simple, easy to implement and does not require additional computation, e.g. the MMD distance. No previous works have exploited the feasibility of the method in [23] in the context of gesture recognition applications.

3. USER INDEPENDENT GESTURE RECOGNITION

In this section we first introduce the Self Similarity Matrix (SSM) features [2], then we present the adopted transfer learning approach.

3.1. Self Similarity Matrix Descriptors

In a recent work Junejo et al. [2] proved that SSM descriptors are very robust features for view invariant action recognition. Given a video sequence composed by $N$ frames $\{F_1, F_2, \ldots, F_N\}$, a SSM is defined as:

$$[s_{ij}]_{i,j=1,2,\ldots,N} = \begin{bmatrix} 0 & s_{12} & s_{13} & \ldots & s_{1N} \\ s_{21} & 0 & s_{23} & \ldots & s_{2N} \\ s_{31} & s_{32} & 0 & \ldots & s_{3N} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{N1} & s_{N2} & s_{N3} & \ldots & 0 \end{bmatrix}$$

where $s_{ij}$ is an appropriate distance functions between frames $F_i$ and $F_j$. In this work we compute a Histogram of Oriented Gradients (HOG) descriptor [24] for each frame and use the euclidean distance to calculate $s_{ij}$. Clearly the elements on the diagonal of the SSM are zero since they correspond to a frame compared to itself. The final features associated to a video sequence are obtained by computing for each point on the diagonal of the SSM three descriptors corresponding to three different diameters extracted from the log-polar domain (28, 42 and 56 frames per diameter) and then using a bag-of-word approach (we used a codebook of 500 words) [2]. Figure 1 shows an example of the SSM matrices computed on three sample video sequences.

3.2. Domain Adaptation

In this paper we propose to build a user-specific gesture recognition system by adopting the domain adaptation method proposed in [23]. Domain adaptation approaches operate by defining a source and a target data set. In our application the source domain consists of a set of gestures acquired from several subjects. Considering a new user corresponding to the
target domain, it would be desirable to achieve high recognition accuracy by avoiding to collect data of the user itself or allowing a very short reconfiguration phase. Indeed, if the novel user performs gestures in a different scenario, with different style and speed with respect to the training data, a traditional gesture recognition approach performs poorly. Thus, a desirable property of a recognition system should be the ability to reconfigure itself easily using few sequences from the novel user, e.g. 2-3 samples. More rigorously, we are dealing with a supervised domain adaptation problem, where a great amount of labeled data from the source domain is available together with a small portion of labeled samples form the target domain. Formally we define a source set \( S = \{ (v_1^s, y_1^s), (v_2^s, y_2^s), \ldots, (v_P^s, y_P^s) \} \), and a target set \( T = \{ (v_1^t, y_1^t), (v_2^t, y_2^t), \ldots, (v_M^t, y_M^t) \} \), where \( v_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \) are respectively the SSM descriptor computed as discussed in the previous subsection and the associated label. \( P \) and \( M, M << P \), are the dimension of the source and the target set and \( y_i^s, y_i^t \in \{ 1, 2, \ldots, K \} \) where \( K \) is the number of different gesture categories. To pursue domain adaptation we consider the feature augmentation approach proposed in [23]. We define two mappings \( \psi^s \) and \( \psi^t \) to be applied respectively to source and target data:

\[
\begin{align*}
\psi^s(v_i^s) &= (v_i^s, v_i^s, 0) \\
\psi^t(v_i^t) &= (v_i^t, 0, v_i^t)
\end{align*}
\]

and consider the associated augmented sets \( S' \), \( T' \). It is evident that the final feature space is three times larger than the original one. Based on the constructed augmented training set a standard SVM classifier is trained using both \( S' \) and \( T' \). The resulting vector \( w \in \mathbb{R}^{3d} \), corresponding to the optimal separating hyperplane, is made of three parts: the first \( d \) components correspond to features common to both source and target data, while the remaining \( 2d \) components are associated to source specific and target specific features. Therefore, when training a SVM not only the optimal hyperplane for gesture recognition accuracy is obtained, but also the relative importance of each feature is determined. As demonstrated in the experimental section, through this approach it is possible to effectively transfer knowledge from source data.

4. RESULTS

In this section we first introduce the experimental setup, then we discuss the results of our evaluation.

4.1. Experimental setup

In order to prove the effectiveness of our approach we recorded several videos depicting 17 targets that perform a set of gestures (specifically gestures corresponding to the numbers 0-9). Each gesture is executed three times under different view points: in the first repetition the user is exactly in front of the camera (center) while in the second and in the third the position is slightly turned and shifted respectively on the left and right side of the camera field-of-view. The sequences have been recorded with a standard webcam (resolution 640 \( \times \) 480 pixels). Figure 2 depicts the ten considered gesture categories together with some frames extracted from one video sequence.

4.2. Quantitative Evaluation

We perform two series of experiments: the first aims to assess the robustness of our approach with respect to changes of point of view, the second evaluates the effectiveness of the proposed transfer learning solution.

To prove the suitability of SSM-HOG features in our scenario we perform a set of experiments using a leave-one-user-out protocol. We pick a subset of 6 users and randomly select the sequences of 5 users as training set and the video associated to the remaining one as test data. We consider a standard SVM classifier with RBF kernel and perform two different experiments: in the first for each gesture we select data corresponding to five users and a single view (central, left, right) as training set and employ sequences of the same view as test data, while in the second test the other two views are used for testing. The optimal regularization parameter and the best value for the RBF kernel are set with cross-validation. As a baseline we also consider a standard nearest neighbor (NN) classifier. Results are shown in Table 1. The average accuracy of three repetitions, corresponding to different views, are reported. Two interesting observations can be made from these tests. Firstly, the SVM clearly outperforms the nearest neighbor classifier. Secondly, SSM feature guarantees view invariance since the tests with different views lead to similar performances to the ones corresponding to the same view. Moreover high variations in accuracy are observed among different tests. This is caused by the strong variability between gesture executions of different users.

In a second series of experiments we evaluate the proposed domain adaptation approach. We divide the entire dataset into a target set containing data from a single user and a single point of view and a source set with data of the remaining users. The rest of the sequences from the selected
user are taken as test set. We perform four experiments, corresponding to four subgroups of six randomly chosen users. Results are presented in Fig.3. Performances are averaged with respect to all the point of views and all the possible divisions of source and target data (i.e. taking all the six users to construct the target set). We compare our view-invariant transfer learning approach against two baselines: a SVM - source only, i.e. a SVM trained using source data, and a SVM - source + target, i.e. a standard SVM trained with sequences from the source and sequences corresponding to one view of the target user. From Fig.3 it is evident that the SVM - source only always achieves poor performances with respect to the other two methods. Instead a great boost in terms of accuracy is achieved in case of the SVM - source + target. Clearly in this case the algorithm takes advantage of user specific information to build a more accurate gesture classification model. While the SVM - source only gets only 66.7%, 61.7%, 58.3% and 51.9% in the four six-users tests, the SVM - source + target improves the accuracy by at least 10% on average in each test. Finally, our approach outperforms the SVM - source + target. The feature augmentation procedure allows the SVM to effectively “understand” which parts of the source data are common to the target sequence and which are domain-specific.

In the last series of experiments we evaluate the classification performances varying the number of users in the source set. In particular we compare the same view and the different views setup using both the nearest neighbor (NN) and the SVM classifiers against our transfer learning method (Fig. 4). The results confirm the trends observed in the previous experiments: the nearest neighbor always performs worse than the SVM, while our approach outperforms the baselines. Only the SVM - source + target reaches performances similar to our method, but we always achieve 3-4 % more.

5. CONCLUSIONS

In this paper we consider the problem of robust gesture recognition from video streams captured by low cost devices and we specifically address two important challenges: (i) view-invariance and (ii) user customization. We propose an approach which adopts powerful SSM descriptors to cope with issues related to variations of point of view, and on a effective domain adaptation algorithm based on feature augmentation, to improve recognition accuracy when the system is intended to be used by a specific user. Future works include the integration of motion features into the SSM framework to further improve performances. It would be also interesting to exploit the feasibility of our method in case of video streams gathered from RGB-D sensors and to integrate our approach into an autonomous quadcopter for human-robot interaction applications.
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