ABSTRACT

Vision field describes the real world visual information by summarizing the seven-dimensional plenoptic function into three domains: view, light, time, from which a better understanding of previous 3D capture and reconstruction systems can be provided. In this paper, we first show how to reconstruct 3D spatial information from all the three attributes of the vision field, namely full-space vision field reconstruction. Then, based on Laplacian iterative geometry prediction, a 3D mesh coding algorithm with cascaded quantization is presented to facilitate the communication of the reconstructed 3D models from vision field. At last, experimental results of both the 3D spatial reconstruction and the 3D mesh coding are demonstrated.

Index Terms—Three dimensional TV, Animation, Virtual Reality, Predictive Coding

1. INTRODUCTION

The real world we see is in three dimensions (3D) and the reproduction of the 3D spatial information has drawn more and more attention in recent years. To encode the real-world visual information, plenoptic function [1] gives us a ray-based explanation with seven variables to describe light rays received by human eyes. According to the plenoptic function, however, a very important dimension—depth is lost during the prevalent projective imaging procedure by common cameras. The absence of depth information presents much difficulty when we are trying to recover the 3D real world from the daily pictures. Consequently, ever since plenoptic function was proposed, a series of concepts have been further developed in the past two decades, aiming at re-build the 3D spatial information, among which some sparkling ideas like ray-space [3], light field [2], photometric stereo [10] have inspired more and more researches in the realm. An efficient and accurate 3D spatial reconstruction is still a major goal of many communities such as signal processing, computer vision and computer graphics.

In this paper, based on the concept of vision field [11][12], we show how to combine both the multiple camera views and multiple lights to achieve accurate 3D spatial reconstruction. We further extend the 3D reconstruction at single time instant over time axis to fulfill a dynamic modeling (or animation). The 3D reconstruction with all the three—view, light, time information of vision field is called full-space vision field reconstruction. On the other hand, storing and transmitting the 3D models are also crucial to the 3D applications such as 3D-TV, so we also provide the audience with a progressive 3D mesh coding algorithm with cascaded quantization. Experimental results show that our approach has better R-D (rate-distortion) performance than the state-of-the-arts. In the following, though the concept of vision field has been interpreted in our previous papers [11][12], we would like to start with a brief review of the vision field and its relationship with other methods.

2. VISION FIELD AND RELATED WORK

The plenoptic function is composed of seven variables, which includes the position of viewer in 3D space $(x, y, z)$, the angle of shooting light $(\theta, \phi)$, the wavelength of the light $(\lambda)$, and the time instant $(t)$. Vision field summarizes this representation by the observation that all the seven variables can be categorized into three domains: view, light, time. From this perspective, we compare the vision field and related concepts in Table 1, the DoF is the degree of freedom for variables, note the 3D reconstruction system column means that which attribute of the vision field can be manipulated by that method. A detailed description about all these plenoptic function’s derivatives and related 3D reconstruction systems can be found in [12].

<table>
<thead>
<tr>
<th>Related Concepts</th>
<th>DoF</th>
<th>3D reconstruction system</th>
</tr>
</thead>
<tbody>
<tr>
<td>plenoptic function</td>
<td>7</td>
<td>no system presented</td>
</tr>
<tr>
<td>ray-space</td>
<td>4</td>
<td>View</td>
</tr>
<tr>
<td>light filed</td>
<td>4</td>
<td>View</td>
</tr>
<tr>
<td>FVV/FTV</td>
<td>5</td>
<td>View, Time</td>
</tr>
<tr>
<td>reflectance field</td>
<td>5</td>
<td>Light</td>
</tr>
<tr>
<td>opacity hulls</td>
<td>5</td>
<td>View, Light</td>
</tr>
<tr>
<td>vision field</td>
<td>7</td>
<td>View, Light, Time</td>
</tr>
</tbody>
</table>
3. VISION FIELD RECONSTRUCTION

In our previous work [12], we have demonstrated how to implement 3D reconstruction by each subspace of the vision field, for example, if only the view subspace is applied, it is the classical multiview stereo (MVS) problem [8]. Similarly, if only the light subspace is utilized, it is an emerging technique called photometric stereo (PS) [10], which can recover the 3D surface by integrating the normal map obtained by lights from different directions. It’s intuitive to think: can more accurate 3D reconstruction be achieved if we combine both the view and light information? The answer is positive based on our experiments of using both MVS and PS techniques [7]. Here, we further extend the 3D reconstruction over time axis by tracking the temporal correspondences.

As illustrated in Figure 1, the multiview video sequence is first captured by our vision field capture system [9] with varying illumination to control the light from different directions. Then, the MVS and PS are performed in the view domain and light domain respectively. Optical flow is employed to build the correspondences over time axis under varying illumination; this not only enables us to re-build 3D models for dynamic scene, but also provides us with more accurate 3D reconstruction results than only in one or two subspaces of the vision field, as verified in [13]. Recovering 3D information in all the view-light-time domains is called full-space vision field reconstruction.

4. PROGRESSIVE 3D MESH CODING WITH CASCaded QUantization

The 3D models generated by the vision field are represented by meshes. However, 3D meshes often cause a huge amount of data, which presents great difficulty in storage and transmission. To efficiently compress and transmit the 3D meshes, many 3D mesh coding algorithms were proposed to reduce the redundancy in the raw data format [14]. Multi-Resolution 3D Mesh Coding (MR3DMC) [15] was proposed to provide high performance as well as scalabilities. In this coding algorithm (Triangle FAN-based compression-TFAN), 3D meshes were transmitted and rendered with different levels of details. One of the most significant MR3DMC schemes is PTFAN [16]. PTFAN is a multi-resolution extension of the TFAN technique, which supports both quality and spatial scalability and outperforms most of the state-of-the-art coding algorithms in rate-distortion (R-D) performance. However, since PTFAN does not fully exploit the Laplacian iterative geometry prediction, the quality scalability in PTFAN is not sufficiently flexible to meet the transmission bandwidth variation. Besides, the maximum decoding error does not decline significantly until receive all the bit-stream of the current resolution layer. To achieve flexible quality scalability, we propose a 3D mesh coding algorithm with cascaded quantization based on PTFAN. In the proposed coding algorithm, the mesh geometry prediction residuals are partitioned into a number of iterative layers. Each iterative layer is split into several quality layers to provide flexible quality scalability. To improve the R-D performance, the quantization parameter of the first quality layer is determined by the importance of the corresponding iterative layer. Our 3D mesh coding algorithm with cascaded quantization can also be applied in other progressive 3D mesh coding framework.

4.1. Laplacian Iterative Geometry Prediction

In [18], the Laplacian matrix is proposed to derive the least-squares mesh. Denote $G = (V, E)$ as the given mesh graph $G$, $V$ represent the vertices and $E$ denotes the edges. The Laplacian matrix $L$ of the 3D mesh can be defined as:

$$L = \begin{cases} 1, & i = j \\ -1/d_i, & (i, j) \in E \\ 0, & \text{other} \end{cases}$$

where $d_i$ denote the valence of the vertex $i$. In [19], based on the assumption that each vertex lies in the center of gravity
of its immediate neighbors, a fairness and smoothness condition for a vertex is defined as:

$$v_i - \frac{1}{d_i} \sum_{j \in N(i) \cap E} v_j = 0$$

(2)

where $v_i$ and $v_j$ denote the geometry location of vertex $i$ and $j$. The least-squares mesh is derived by solving the linear equations [6].

As shown in Figure 2, PTFAN simplifies the 3D mesh into three resolution layers. In the first layer, it uses all the vertices of the closest lower resolution layer as an initial set of control vertices to generate a smooth least-square mesh. In the second layer, the prediction residue is partitioned into four clusters to perform Laplacian iterative geometry prediction. During the encoding process, the control vertices set is iteratively updated with each refined clusters.

4.2. Cascade Quantization

In our proposed cascade quantization, each iterative layer is split into several quality layers. The quantization step-size of each layer is determined by the importance of the iterative layer. Since the vertices in each iterative layer are predicted from the vertices in its neighboring lower iterative layer, the distortions of vertices in the lower layer will propagate to the current decoded vertices. Therefore, the vertices at the lower quality layer are more important than those in the higher quality layer. Figure 3 illustrates such quantization framework. In Figure 3, the $QP(n,l)$ denote the corresponding quantization parameters $QP$ of the $n^{th}$ quality layer and $l^{th}$ iterative layer, the details about how to compute the cascaded quantization parameters are included in [17].

The proposed progressive 3D mesh coding algorithm with cascade quantization is generally implemented as follows:

1) Suppose the total vertices number is $m$, the number of iterative layer is $L$. Thus, the refined vertices number of each iterative layer is defined by the following function as:

$$c_i = \begin{cases} 
\frac{1}{3} \times \frac{m}{2^{L-i}} & \text{if } i = 1 \\
\frac{2}{3} \times \frac{m}{2^{L-i}} & \text{if } i = 2 \\
2^{i-1} \times \frac{m}{2^{L-i}} & \text{if } i > 2 
\end{cases}$$

(3)

2) Assign the quantization step-size of each quality layer with the pre-defined QP of the lowest quality layer. Generally, the QP of the lowest quality layer is set according to importance of the current iterative layer which is studied in [17].

3) Perform cascaded quantization on the geometry prediction residue. Subsequently, encode and transmit the quantized coefficient from high quality layer to low quality layer. For each quality layer, the quantized coefficients are encoded and transmitted in the increasing order of the iterative layer index.

5. EXPERIMENTAL RESULTS

The vision field construction is compared with typical 3D reconstruction methods which belong to only one or two subspaces of vision field. We found that the VFR has better performance on recovered 3D model details by different datasets. Due to the page limitation, interested readers may watch the video demo of VFR results on various video sequences on [21].

As for the proposed 3D mesh coding algorithm with cascade quantization, we evaluate the R-D performance on the two static meshes: Fish and Feline. The features of these models are listed in Table 2. The meshes are split into three resolution layers. In cascaded quantization, the numbers of the iteration layer and quality layer are set to 4 and 2, respectively. The $QP$s of the two quality layers are set to (4, 16, 16, 16) and (4, 4, 4, 4), respectively. The MAX error metric defined in [20] is adopted to measure the distortion of the reconstructed 3D meshes. The R-D curves of the 3D meshes are plotted in Figure 4.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of vertices</th>
<th>Number of triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish</td>
<td>24980</td>
<td>49956</td>
</tr>
<tr>
<td>Feline</td>
<td>49864</td>
<td>99732</td>
</tr>
</tbody>
</table>

Fig. 4 shows the MAX error/bit-rate performance of the proposed coding algorithm, PTFAN, and the scalable 3D mesh compression standard (SC3DMC). In the simulation,
the MAX error/bit-rate performance is obtained at different bit-rate levels. As the curves shown in Fig. 4, the proposed coding algorithm achieves significant bit-rate savings than SC3DMC, especially at low bit-rate case. Compared with PTFAN, the proposed coding algorithm can improve the MAX error/bit-rate performance within a certain bit-rate ranges. Moreover, our coding algorithm suffers lower distortion before receiving all the bit streams in any resolution layer.

Figure 4. MAX error/bitrate for Fish and Feline of different coding algorithms.

6. CONCLUSIONS

Following our previous work [11][12], we continue to introduce the concept of vision field and first demonstrate how to recover 3D scenes using full-space vision field. The results shows that full-space vision field reconstruction can achieve better performance than using just one or two subspace of the vision field. A progressive 3D meshing coding algorithm with cascaded quantization is also presented in this paper as an important module for the future applications requiring 3D communication.
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