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ABSTRACT

This paper proposes discriminative modeling in a high dimensional feature space for spoken document retrieval (SDR). To estimate the parameters of a high dimensional model properly, a large quantity of data is necessary, but there is no such large corpus for document retrieval. This paper employs two approaches to overcome this problem. One is a reranking approach. A baseline system first gives each document a score and then the score is compensated by employing a high dimensional model. The other approach is automatic query generation. A large number of queries are automatically generated and used for parameter estimation. Our experimental results show that our proposed method can greatly improve SDR performance.

Index Terms— Spoken document retrieval, Discriminative model, Linear model

1. INTRODUCTION

In recent years, it has become easier to record spoken documents and store them in computers. The quantity of spoken document data continues to increase rapidly. As a result, spoken document retrieval (SDR), which is a task that involves finding documents relevant to a user’s query, has been gaining in importance.

In text or spoken document retrieval, the relevance of a document to query is estimated based on a predefined distance measure such as cosine distance in a certain feature space [1, 2] or a generative statistical language model [3, 4, 5, 6]. The problem with these approaches is that the models do not take into account the relationship between the query and other documents when calculating the relevance of the document to the query.

Today, discriminative models such as linear models are frequently used in many tasks including natural language processing, and often perform better than generative models, or can improve the performance by using both models together [7, 8, 9, 10, 11]. This trend naturally leads us to use discriminative models in document retrieval. In previous research on document retrieval, some weak learners were prepared and merged through the weighted sum of their inference scores [12, 13, 14]. These methods can be regarded as a linear model that has the form of the inner product of a model parameter vector and a feature vector. For example, in a discriminative approach for document retrieval proposed by Nallapati et al. [12], some different types of scores are respectively accumulated over terms that appear both in a query and a document. Each of the scores is related to term frequency (tf), a combination of tf and inverse document frequency (idf). Finally, the accumulated scores are merged where the weights are trained using a discriminative learning method. Meng et al. have employed accumulated probabilities over multiple co-occurrence terms with word, sub-word and character [14]. These methods are, thus, designed to be used with a low dimensional feature space.

Recent advances in machine learning technology have enabled us to estimate parameters properly even in a high dimensional feature space, when given a large quantity of data. A variety of features that is useful for document retrieval becomes available by the use of a linear model in high dimensional feature space.

This paper proposes a discriminative linear model in a high dimensional feature space for SDR. Separate statistics of terms, e.g., words, sub-words, etc., rather than an accumulated value over multiple terms, are directly employed as feature elements. For example, sub-word features would be effective for the problem of out-of-vocabulary (OOV). Confidence measure features would be able to mitigate the effects of speech recognition errors.

There are two problems as regards achieving an SDR with a high dimensional linear model. One is the lack of training data, which are sets consisting of a query and corresponding relevant document labels. A large quantity of training data is necessary to estimate parameters in a high dimensional feature space properly. However, it is expensive to make queries and their relevant document labels manually, and there is no corpus that includes a large number of training data. The other problem relates to index size. Many features are obtained from each document in the proposed framework. Thus, the index table tends to be large.

To resolve the first problem, i.e., the difficulty of parameter estimation when there is a lack of training data, we employ two methods. One is a reranking approach. Documents are first ranked based on a conventional baseline document retriever, and then reranked by a discriminative linear model through combining the two types of scores. The other is the automatic generation of training queries. A language model is made from a document and used to generate queries. The document that is used to make the language model is regarded as a pseudo relevant document for discriminative training.

The second problem, namely that of index size, might not be serious if many computers are available in parallel or if features are dynamically extracted from each document (recognition result in SDR) as in [14]. The second problem is dealt with to expand the availability of our proposed method. We employ a model shrinkage technique for linear models to make the index table compact. This is a method for removing parameters whose impact is small. The index table becomes small by removing features that correspond to the removed parameters.

As a first step, the reranking approach is evaluated in terms of SDR performance, where there are few OOV words and speech recognition errors. Our experimental results show that our proposed
method greatly outperforms a conventional tf-idf based baseline system, which measures the relevance of a document to a query by the cosine distance of their tf-idf vectors, and can realize a small index table by shrinking the model.

2. LINEAR MODEL BASED RERANKER

Let a document be \( D \) and a query be \( Q \). And let \( f_0(D, Q) \) be the similarity (score) between \( D \) and \( Q \) measured by using a baseline system. Given a parameter vector \( a \), reranking is undertaken based on the following criterion.

\[
a_0 f_0(D, Q) + a^T f(D, Q)
\]

(1)

Each element of \( f(D, Q) \) is a feature vector and \( a_0 \) is a scaling constant.

The background model is used to simulate this characteristic of queries.

This automatic query generation is undertaken to obtain a large number of training samples. A variety of types of queries should be generated. The use of a specific \( \lambda \) value is contrary to this idea. Therefore, we employed several values, 0.9, 0.8, 0.7, 0.6 and 0.5.

As mentioned in the introduction, when a query is generated according to \( P_{X,D} \), document \( D \) is regarded as relevant to the query. The other documents are regarded as irrelevant to the query. In other words, with each query, one document is the positive sample for discriminative training and the others are negative samples. Such an imbalance generally prevents proper model training. To avoid this problem, we randomly chose one negative sample (document) with each query.

4. MODEL SHRINKAGE

This section describes a method for eliminating redundant parameters from a simple linear model, which has the form of the inner product of a model parameter vector and a feature vector. While there are pruning methods for back-off n-gram language models [16, 17], this method is for linear models.

Consider converting an \( n \)-dimensional original linear model \( a \in \mathbb{R}^n \) to an \( m \)-dimensional model \( \hat{a}_m \in \mathbb{R}^m \) \((m < n)\) that provides results that are as similar as possible. Assume that \( a \) is converted according to linear matrices \( R_m \) and \( B \) as

\[
\hat{a}_m = R_m B a.
\]

(3)

\( R_m = [r_1, r_2, \cdots, r_m] \) is a matrix designed to permute elements in order of importance and to choose only the \( m \) top elements, while removing the other elements. \( r_k \)'s are \( n \)-dimensional orthogonal bases, and only one element of \( r_k \) is 1 and all of the other elements are zero. \( B \) is an \( n \times n \) diagonal matrix to scale the values of the parameter elements of \( a \). The diagonal element vector of \( B \) is denoted as \( b \).

Suppose that \( a \) is converted so as to minimize the following square error

\[
\sum_{f \in D} (a^T f - \hat{a}_m^T R_m f)^2
\]

(4)

(approximately), where \( D \) is a data set. To obtain a simple analytical solution, \( f \) is assumed to be sparse. As a result, the square error is approximately converted into

\[
e_{\infty}(B) = \sum_{f \in D} ||F a - F B a||^2,
\]

(5)

when \( m = n \). \( F \) is a diagonal matrix whose diagonal is \( f \).

We also assume that \( b \) is sparse since the purpose of model shrinkage is to convert most elements of \( a \) to 0. Introducing an L1-norm, the solution of \( e_{\infty}(B) + c ||b|| \) is given as

\[
b_k = \max \left( 0, 1 - \frac{c}{2a_k^2} \sum_{f \in D} f_k^2 \right).
\]

(6)

\( c \) is a constant and we describe how to decide its value. On the other hand, \( e_{\infty}(B) \) can be rewritten as

\[
e_{\infty}(B) = e_{\infty-1}(B) + a_0^2 b_k (2 - b_k) \sum_{f \in D} f_k^2
\]

(7)

\[
e_{\infty-1}(B) + \left\{ q_k + \frac{c^2}{4q_k} \right\}
\]

(8)

\[
q_k = a_0^2 \sum_{f \in D} f_k^2.
\]

(9)

The term in brackets in the recurrence formula (8) can be regarded as
having an impact when we remove one element from \( a \). Therefore, the elements of \( a \) should be permuted in the decreasing order of this term. Since this term is a monotonic increasing function with \( q_k (>0) \), the elements of \( a \) should be permuted in order of \( q_k \). We represent a parameter element index in this order as \( K_j \).

Assume that the \( c \) value is decided so that the top \( m \) elements of \( \hat{a}_m \) have nonzero values and the others are zero. In this case, \( c = 2q_{K_{m+1}} \), hence

\[
b_{K_j} = 1 - \frac{q_{K_{m+1}}}{q_{K_j}} (10)
\]

for \( j \leq m \).

As the result, our proposed shrinkage method merely requires us to calculate \( q_k \) for all \( k \) using a data set \( D \), and then to sort them in the decreasing order, and the parameter elements of \( a \) is also sorted in this order, converting as

\[
\hat{a}_K = a_K \left( 1 - \frac{q_{K_{m+1}}}{q_{K_j}} \right) (11)
\]

where the shrinkage model size \( m \) is given. In this work, the data set \( D \) consists of feature vectors that are used for the discriminative training of a model for SDR.

5. EXPERIMENT

We used the CSJ-Spoken document retrieval test collection [18] for our experiments. The CSJ (Corpus of Spontaneous Japanese) [19] is a Japanese lecture corpus, containing speech data and their transcriptions, and this document retrieval collection contains 39 queries and their relevant document indexes to 2702 spoken documents in the CSJ. The queries are in sentence form and designed manually so that each query is relevant to certain parts of documents, seeing all the 2702 documents. The relevant segments vary in length from short to long.

The 39 queries were divided into groups of 9 and 30. The former set was a development set to decide the \( a_0 \) value. To show that our proposed method provides a better result without special efforts, the hyperparameters, \( a_0 \) and the regularization constant \( C \) in equation (2), were roughly decided. The \( a_0 \) value was chosen from 1, 10, 100, 500 and 1000. The \( C \) value was set to 1.

Our baseline SDR system measures the similarity between a document \( D \) and a query \( Q \) by the cosine distance of word unigram tf-idf vectors. Although the test collection also contains 50-best recognition results for the 2702 documents to eliminate the effects of speech recognition quality, 1-best hypotheses were used for our experiments.

Using our proposed automatic query generation method, we generated 50 queries with each document. This process was run 5 times with different \( \lambda \) values, 0.9, 0.8, 0.7, 0.6, 0.5. Hence, the total number of queries for training was \( 50 \times 2702 \times 5 \). The language models were trained using 1-best sentences.

Note that discriminative training does not require indexes over entire documents, but instead requires feature elements with a nonzero value, i.e. terms that occur in both a document and a query. Hence, discriminative training can be performed using a machine with a relatively small memory. For phoneme features, a morpheme analyzer was used to add phonemes to each word. It was employed for both written queries and spoken recognized documents.

Table 1 compares the baseline SDR performance with that of our proposed method in terms of 3 types of criteria, mean average precision (MAP), R-precision and normalized discounted cumulative gain (nDCG) [20] for the top 5 ranks. The values in the brackets denote the performance for the development (9 queries) set. \( a_0 \) is 100 under all the conditions in table 1.

SDR performance was greatly improved when we applied the reranking approach using the discriminative model with word unigram count features. While we used tf-idf for the baseline, if and idf are usually memorized separately. Since the term 'count' means 'term frequency (tf)', this discriminative model utilizes information that is used in the baseline system. This means that the index size is unchanged even if the discriminative model with word unigram features is used for reranking the baseline result.

Additional use of POS, character and phoneme features did not greatly affect SDR performance. This experiment was not designed for problems arising from OOV words and speech recognition errors. These features might be effective under such conditions.

Table 2 shows relationships between \( a_0 \) and MAP. \( a_0 = 100 \) was best with both the small set (9 queries) and the large set (30 queries). \( a_0 = 500 \) also provided a better result than the baseline (see table1). There may be better values around 100. This experimental result indicates that the reranking approach outperforms the baseline, even if the \( a_0 \) value is decided roughly.

Next, we evaluated the size of the index table needed to store all the documents. The index table size largely depends on the data structures used to hold the indexes. Hence, the index table size is measured as the number of feature elements with a nonzero value over the 2702 documents. For example, if a certain word appears in 100 documents, the index size for that word is 100.

Usually, multiple (n-best) recognition sentences or lattices are used for SDR. In such a situation, we do not yet know what kind of features are effective for high dimensional discriminative models. The purpose of this experiment is to show the trend as to how many indexes are required depending on feature types.

For this purpose, we use the above 4 types of features, although the additional use of POS, character and phoneme features does not improve SDR performance under our experimental conditions. POS simulates a macro feature, for example, that indicates whether or not a word is a content word. Character n-grams simulate sub-words. Phoneme n-grams are examples of short time term features.

Table 3 shows MAP values and index sizes for some shrunked models. The MAP value is given at the top of each cell and the index size is given below it. 'Model size' indicates the number of parameter elements with a nonzero value. Full models have at least 27,000 parameter elements.
Table 3. MAP and index size for shrunken models. Baseline index size is about 2,062k.

<table>
<thead>
<tr>
<th>Model size</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>full</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLM(word)</td>
<td>0.38</td>
<td>0.43</td>
<td>0.42</td>
<td>0.43</td>
</tr>
<tr>
<td>+POS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>+character</td>
<td>89k</td>
<td>148k</td>
<td>188k</td>
<td>199k</td>
</tr>
<tr>
<td>+phoneme</td>
<td>288k</td>
<td>535k</td>
<td>923k</td>
<td>1,572k</td>
</tr>
<tr>
<td></td>
<td>793k</td>
<td>1,439k</td>
<td>2,430k</td>
<td>4,821k</td>
</tr>
</tbody>
</table>

The index sizes in table 3 denote the number of indexes that are needed in addition to the baseline indexes. Since the word unigrams are commonly used for the baseline system, the index sizes for word models are 0. The baseline index size was about 2m.

Models with 2000 dimensions performed equally well as the full models. This means that most features are unnecessary and they can be removed by using our proposed model shrinkage method. POS features increased the index size slightly. Even when the full model was used, the index size was small. Thus, these kinds of features are easy to use for SDR. Character n-gram features increased the index size at a certain level. However, by shrinking the model, the index size was reduced to about half of the baseline index size with the 2000 dimensional model and one-fourth of the baseline index size with the 1000 dimensional model. Therefore, sub-word features could be used to mitigate the OOV problem without storing a large number of indexes. In contrast, phoneme features greatly increased the index size, even if the model was shrunk to a small one. Hence, these kinds of features must be carefully used, if a small index size is required.

6. CONCLUSION

A high dimensional modeling method for SDR was proposed in this paper. To overcome the problem of a lack of training data, we employed the reranking approach and an automatic query generation method. In addition, we employed a model shrinkage method to realize a compact index table. Our experimental results show that our proposed method can improve SDR performance, although the baseline system is simple and the evaluation set is small. In future work, we will employ our proposed method with a state-of-the-art SDR system, using multiple recognition hypotheses, and evaluate it using a large test set, assuming the presence of out-of-vocabulary words and speech recognition errors.
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