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ABSTRACT

In this paper, we propose a framework for joint normalization of spectral and temporal statistics of speech features for robust speech recognition. Current feature normalization approaches normalize the spectral and temporal aspects of feature statistics separately to overcome noise and reverberation. As a result, the interaction between the spectral normalization (e.g. mean and variance normalization, MVN) and temporal normalization (e.g. temporal structure normalization, TSN) is ignored. We propose a joint spectral and temporal normalization (JSTN) framework to simultaneously normalize these two aspects of feature statistics. In JSTN, feature trajectories are filtered by linear filters and the filters’ coefficients are optimized by maximizing a likelihood-based objective function. Experimental results on Aurora-5 benchmark task show that JSTN consistently outperforms the cascade of MVN and TSN on test data corrupted by both additive noise and reverberation, which validates our proposal. Specifically, JSTN reduces average word error rate by 8-9% relatively over the cascade of MVN and TSN for both artificial and real noisy data.

Index Terms— robust speech recognition, feature normalization, temporal structure normalization, dereverberation.

1. INTRODUCTION

The performance of speech recognition degrades significantly when the test environment is different from the training environment [1]. The mismatch of environments is due to several factors, e.g. transmission channel, additive background noise, and reverberation. To reduce the mismatch, there are usually two approaches, i.e. the feature compensation/normalization approach [2, 3] and model adaptation approach [4, 5]. In this paper, we are interested in the feature normalization approach due to its advantages, e.g. no requirement for noise estimation, simple implementation, low computation overhead, and good performance on various tasks.

Feature normalization techniques normalize feature statistics to minimize the difference between the statistics of clean and noisy features. They can be classified into two groups, i.e. spectral normalization and temporal normalization. In spectral normalization, the probability distribution of features are normalized to a reference distribution. As speech features such as Mel-frequency cepstral coefficients (MFCC) mainly capture the spectral information of speech in a short window (e.g. 25ms), we call this group of normalization spectral normalization. Spectral normalization methods differ in which aspect of feature distribution their normalize. The cepstral mean normalization (CMN) [6] and cepstral variance normalization (CVN) [7] normalize the mean and variance of the features, respectively. In addition, histogram equalization (HEQ) [3] normalizes the histogram of the features. On the other hand, in temporal normalization, the temporal structure of features are normalized. For example, temporal structure normalization (TSN) filters cepstral feature trajectories to normalize the modulation spectrum of speech [8, 9]. Similar normalization is also applied on filterbank trajectories to reduce reverberation effects [10]. As spectral and temporal normalization are complementary to each other, they can be applied together (usually in tandem) to achieve more robust features, e.g. MVN (mean and variance normalization, cascade of CMN and CVN) can be used with TSN to further improve robustness [9].

Although feature normalization methods are simple and effective, they suffer from two major limitations. First, the spectral and temporal normalization are combined in an ad-hoc manner by applying them in cascade. As the features distribution and temporal structure of features are related, simple combination of spectral and temporal normalization ignores the interactions between the two and results in suboptimal normalization. Second, feature normalization methods usually use a very simple reference model to represent the clean features. For example, in MVN the reference includes only 1 mean and 1 variance for each feature dimension. In TSN, the reference is just a modulation spectrum template for each dimension. Past research [11] shows that it is beneficial to use a more detailed reference model for feature normalization.

To address the limitations of feature normalization, we propose a framework for joint spectral and temporal normalization (JSTN) of features. In the JSTN framework, feature trajectories are filtered by finite impulse response (FIR) filters. The weights of the filter are optimized such that the filtered features will fit to both spectral and temporal reference models, which are trained from clean features. In addition, the spectral and temporal reference models are Gaussian mixtures models (GMM) and Gaussian models respectively, and can represent clean feature’s statistics in more details.

The rest of the paper is organized as follows. In section 2, the details of JSTN framework is described. In section 3, the experimental results on Aurora-5 benchmark task is presented and discussed. In section 4, conclusions and future directions are presented.

2. JOINT SPECTRAL AND TEMPORAL NORMALIZATION

2.1. Overview

To simultaneously normalize both the temporal and spectral characteristics of features towards reference characteristics represented by
spectral and temporal reference models, several problems need to be solved, i.e. 1) What types of transform shall we use to process the features? 2) How to represent the spectral and temporal characteristics of the features? 3) How to define an objective function to include both the spectral and temporal normalization? and 4) How to obtain a solution for such an objective function? In the following sections, we will give an answer to these questions.

2.2. Linear Transform of Feature Trajectories

Linear transform is used in JSTN to process features. Unlike conventional feature space transforms (e.g. constrained maximum likelihood linear regression, CMLLR [12]) which transform feature vectors of individual frames, we transform the feature trajectories of each feature dimension cross multiple frames. This is equivalent to filtering feature trajectories with a FIR filter. The linear filtering of features is represented as

\[ y^d_t = \sum_{r=0}^{2M} w^d_r x_{t-r} = w^d T x_{dt}, \quad d = 1, \ldots, D; \quad t = 1, \ldots, T. \quad (1) \]

where \( x^d_t \) and \( y^d_t \) are the original and filtered features at frame \( t \) and dimension \( d \), respectively. \( D \) is the dimension of feature vectors and \( T \) is the number of frames in the test utterance. \( w^d = [w^d_0, \ldots, w^d_{2M}]^T \) is the weight vector of the filter for dimension \( d \) and the filter length is \( 2M + 1 \). \( x^d_{dt} = [x^d_{t-1}, \ldots, x^d_{t+M}]^T \) is the input of the filter at frame \( t \), dimension \( d \). The reason for using linear transform of feature trajectories is that transforming feature trajectories is able to modify both the feature’s temporal structure and distribution, while using linear transform of feature vectors can only modify the feature’s distribution. The linear transformation of feature trajectories can be seen as a generalization of MVN. In MVN, the output \( y^d_t \) is only a scaled and shifted version of the input \( x^d_t \).

2.3. Representation of Spectral and Temporal Information

The spectral information of speech is simply carried by the feature vectors. GMM is used as the spectral reference model to model the distribution of clean feature vectors and trained from clean feature vectors. The linear transformation of feature vectors (which is the case of CMLLR [12]). Such problem cannot be ill-posed as the changes in the variance of the features (i.e. the Jacobian term) cannot be evaluated due to the fact that we are using linear filtering along temporal axis rather than linear transform of feature vectors (which is the case of CMLLR [12]). Such problem is also encountered in other ML-based feature space transformations where the Jacobian cannot be evaluated, e.g. in ML adaptation of HEQ (ML-HEQ) [11], voice conversion [15], and ML-based filtering for dereverberation [16]. In ML-HEQ, this problem is reduced by regularizing the parameters of the system, while in voice conversion, simultaneous maximizing the likelihood of the filtered features’ variances is used. In ML filtering [16], the filtered features are simply variance normalized. The proposed JSTN goes a step further than [15], as we simultaneously maximize the likelihood of the PSD functions rather than just the variances.

2.4. Objective function

To find the weight vector \( w^d \) (or equivalently \( a^d \)) that simultaneously normalize both the spectral and temporal characteristics of test features, we propose to maximize the following objective function:

\[ \mathcal{O}(A) = \frac{1}{T} \log p(Y|\lambda_y) + \frac{\alpha}{D} \log p(G|\lambda_G) \quad (7) \]

where \( A = [a_1, \ldots, a_d] \) is the matrix of filter weights, \( Y = [y_1, \ldots, y_T] \) is the matrix of normalized features, \( y^d_t = [y^d_1, \ldots, y^d_T]^T \) is the filtered feature vector at frame \( t \). \( G = [g^d_1, \ldots, g^d_T]^T \) is the matrix of filtered square root PSD functions. \( \lambda_y \) is the spectral reference model that represents the distribution of clean feature vectors and is a GMM in this study. \( \lambda_G \) is the temporal reference model that represents the distribution of square root PSD functions of clean feature trajectories. In this study, \( \lambda_G \) contains \( D \) GMMs, one for each feature dimension. \( \lambda_y \) can be trained from clean feature trajectories. With the objective function in (7), we optimize the filter weights by simultaneously maximizing the likelihood of filtered feature vectors on the spectral reference model and the likelihood of filtered square root PSD on the temporal reference model. \( \alpha \) is used to balance the spectral and temporal normalization.

There are two advantages to perform spectral and temporal normalization jointly. First, if the temporal normalization is performed alone, only temporal information (represented by PSD functions) are normalized and the temporal structure of test features are made to be similar to that of clean features. This is similar to the TSN filter [9] which normalizes test features’ PSD functions to clean PSD templates. However, there is no guarantee that the filtered features will fit well with the acoustic model. By introducing spectral normalization in JSTN, the filtered features will also have good fit with the spectral reference model, which represents the same clean features space as the acoustic model. Second, if the spectral normalization is performed alone, the maximum likelihood objective function will be ill-posed as the changes in the variance of the features (i.e. the Jacobian term) cannot be evaluated due to the fact that we are using linear filtering along temporal axis rather than linear transform of feature vectors (which is the case of CMLLR [12]).
2.5. Solution

The first term in the objective function is expanded as follows:

\[
\frac{1}{T} \log (Y | \lambda_s) = \frac{1}{T} \sum_{t=1}^{T} \log \sum_{m=1}^{M} c_m \mathcal{N}(y_t; \mu_m, \Sigma_m)
\]  

(8)

where \( c_m, \mu_m, \) and \( \Sigma_m \) are the weight, mean, and diagonal covariance of the \( m \)th Gaussian in \( \lambda_s \), respectively. \( M \) denotes the number of Gaussians in \( \lambda_s \). The second term of (7) is expanded as

\[
\frac{\alpha}{D} \log (G | \lambda_g) = \frac{\alpha}{D} \sum_{d=1}^{D} \sum_{t=1}^{T} \log \sum_{i=1}^{I} \tilde{c}_{id} \mathcal{N}(g_{it}; \tilde{\mu}_{id}, \tilde{\Sigma}_{id})
\]  

(9)

where \( \tilde{c}_{id}, \tilde{\mu}_{id}, \) and \( \tilde{\Sigma}_{id} \) are the weight, mean, and diagonal covariance of mixture \( i \) of the GMM for dimension \( d \), respectively. \( I \) is the number of Gaussians per dimension.

As there is no closed-form solution for maximizing the objective function, expectation maximization (EM) algorithm is used. The auxiliary function of the first term of the objective function is

\[
Q_1 (A, \hat{A}) = -\frac{1}{2T} \sum_{t=m} \sum_{t=m} \gamma_m(t) \sum_{d=1}^{D} \frac{w_d^T y_{dt} - \mu_{md}}{\sigma_{md}^2}
\]  

(10)

where \( \hat{A} \) is the filter weights estimated from previous iteration. \( \gamma_m(t) \) is the posterior probability of mixture \( m \). Terms not related to \( A \) are ignored in (10). By using the relationship between \( w_d \) and \( a_d \) in (5), we have the following equation:

\[
w_d^T y_{dt} = a_d^T + \sum_{t=1}^{M} \sum_{t=1}^{m} \alpha_d(x_{t}^d + x_{t-1}^d - \tilde{\mu}_d)^T
\]  

(11)

where \( q_{dt} = [x_{t}^d, x_{t+1}^d, ..., x_{t-1}^d]^T \) is a \( (M+1) \times 1 \) vector. Then equation (10) can be rewritten as

\[
Q_1 (A, \hat{A}) = -\frac{1}{2T} \sum_{t=m} \sum_{t=m} \gamma_m(t) \sum_{d=1}^{D} \frac{a_d^T q_{dt} - \mu_{md}}{\sigma_{md}^2}
\]  

(12)

For the second term of the objective function, we can use the following auxiliary function:

\[
Q_2 (A, \hat{A}) = -\frac{\alpha}{2D} \sum_{d=1}^{D} \sum_{d=1}^{d} \gamma_i(d) \left[ g_d^T P^T a_d - \tilde{\mu}_{id} \right]^T \tilde{\Sigma}_{id}^{-1} \left[ g_d^T P^T a_d - \tilde{\mu}_{id} \right]
\]  

(13)

where \( \gamma_i(d) \) is the posterior of mixture \( i \) in dimension \( d \).

The solution of \( A \) can be obtained by maximizing the total auxiliary function \( Q(A, \hat{A}) = Q_1 (A, \hat{A}) + Q_2 (A, \hat{A}) \) w.r.t. \( a_d \) for each feature dimension independently. Take the partial differentiation of the auxiliary function w.r.t. \( a_d \), after some manipulations, we get

\[
\frac{\partial Q(A, \hat{A})}{\partial a_d} = -B_d a_d + c_d - \alpha D_d a_d + \alpha e_d = 0
\]  

(14)

where

\[
B_d = \frac{1}{T} \sum_{t=m} \sum_{t=m} \gamma_m(t) q_{dt} q_{dt}^T / \sigma_{md}^2
\]  

(15)

\[
c_d = \frac{1}{T} \sum_{t=m} \sum_{t=m} \gamma_m(t) \mu_{md} q_{dt} / \sigma_{md}^2
\]  

(16)

\[
D_d = \frac{1}{D} \sum_{i=1}^{D} \gamma_i(d) \sum_{k=1}^{K} \left( g_{dk}^T \right)^2 p_k P_k^T / \tilde{\sigma}_{idk}^2
\]  

(17)

\[
e_d = \frac{1}{D} \sum_{i=1}^{D} \gamma_i(d) \sum_{k=1}^{K} g_{dk} \tilde{\mu}_{idk} p_k / \tilde{\sigma}_{idk}^2
\]  

(18)

are the accumulated statistics for dimension \( d \). The closed-form solution for \( a_d \) is

\[
a_d = (B_d + \alpha D_d)^{-1} (c_d + \alpha e_d)
\]  

(19)

The filter weights \( a_d \) is optimized for each feature iteratively using (19).

3. EXPERIMENTS

3.1. Experimental Settings

We evaluate the proposed JSTN method on Aurora-5 task [17], which is used to evaluate the robustness of speech recognition against channel, additive noise, and reverberations. Aurora-5 is a English continuous digit string recognition task. Two test sets used in this study are the “living room” and “office” sets, which are simulated reverberated speech. The reverberation times for “living room” and “office” are randomly selected from 0.4 to 0.5s and from 0.3 to 0.4s, respectively. The noisy version of the reverberated speech are tested, including four signal to noise ratios (SNR), i.e. 15dB, 10dB, 5dB, and 0dB. The corrupting noises are real world noises, including shopping mall, restaurant, exhibition hall, office, and hotel lobby noises. Besides artificially generated test data, we also test on real meeting recordings in Aurora-5. Speech signals were simultaneously recorded by 4 hands-free microphones and corrupted by both reverberation and a small amount of background noise. The 4 microphones were placed in different locations of the meeting room and capture different reverberation effects.

In our experiments, the training of acoustic models follows the standard configuration in [17] and clean condition training is used. MFCC features augmented by their first and second derivatives are used. C0 is used instead of log energy. The same feature normalization method is always applied to training and testing features, except for JSTN. In JSTN, the training features are processed by MVN+TSN (MVN followed by TSN) and the test features are processed by JSTN. This is because we haven’t studied adaptive training using JSTN yet. The spectral reference model \( \lambda_s \) is built by pooling the 716 Gaussians in the acoustic model. In the temporal reference model, a single Gaussian (i.e. \( l = 1 \)) is used to model the distribution of the square root PSD for each feature dimension, and is trained from MVN processed clean training features. The filter in JSTN is initialized by the TSN filter, and both filters have 33 taps. Following [9], the PSD functions of feature trajectories are obtained by using the Yule-Walker method with order 6 and \( K \) is empirically set to 22.

3.2. Experimental Results

Fig. 1 shows the performance of JSTN with different \( \alpha \) on the meetings data averaged over 4 microphones. It is observed that performance is stable when \( \alpha \) is around 0.4. Therefore, in the following experiments, \( \alpha \) is set to 0.4.
Table 1. Recognition accuracy on living room and office data. Raw represents the results of raw MFCC features without any feature normalization. Clean refers to matched training-testing case. Office and Living room denote reverberated speech without additive noise. Avg refers to average over all the test cases. RR stands for relative error rate reduction achieved by JSTN over MVN+TSN.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Raw</th>
<th>MVN</th>
<th>MVN+TSN</th>
<th>JSTN</th>
<th>RR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean</td>
<td>99.34</td>
<td>99.38</td>
<td>99.38</td>
<td>99.34</td>
<td>-6.5</td>
</tr>
<tr>
<td>Office 10dB</td>
<td>93.55</td>
<td>93.86</td>
<td>94.26</td>
<td>96.18</td>
<td>33.4</td>
</tr>
<tr>
<td>Office 15dB</td>
<td>70.61</td>
<td>81.00</td>
<td>83.99</td>
<td>88.23</td>
<td>26.5</td>
</tr>
<tr>
<td>Office 20dB</td>
<td>43.23</td>
<td>68.79</td>
<td>75.61</td>
<td>79.78</td>
<td>17.1</td>
</tr>
<tr>
<td>Office 25dB</td>
<td>18.51</td>
<td>49.89</td>
<td>61.65</td>
<td>64.60</td>
<td>7.7</td>
</tr>
<tr>
<td>Office 30dB</td>
<td>7.56</td>
<td>28.17</td>
<td>41.69</td>
<td>42.06</td>
<td>0.6</td>
</tr>
<tr>
<td>Living room 0dB</td>
<td>82.49</td>
<td>81.30</td>
<td>83.07</td>
<td>88.06</td>
<td>29.5</td>
</tr>
<tr>
<td>Living room 5dB</td>
<td>53.91</td>
<td>62.62</td>
<td>68.62</td>
<td>75.59</td>
<td>22.2</td>
</tr>
<tr>
<td>Living room 10dB</td>
<td>29.99</td>
<td>50.87</td>
<td>60.37</td>
<td>65.64</td>
<td>13.3</td>
</tr>
<tr>
<td>Living room 15dB</td>
<td>12.94</td>
<td>35.76</td>
<td>48.77</td>
<td>50.78</td>
<td>3.9</td>
</tr>
<tr>
<td>Living room 20dB</td>
<td>6.65</td>
<td>21.11</td>
<td>33.20</td>
<td>32.54</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2. Recognition accuracy for real meeting data. 6, 7, E, and F are the 4 different microphones used to record the data.

<table>
<thead>
<tr>
<th>Mic.</th>
<th>Raw</th>
<th>MVN</th>
<th>MVN+TSN</th>
<th>JSTN</th>
<th>RR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>78.56</td>
<td>87.12</td>
<td>89.18</td>
<td>90.26</td>
<td>10.0</td>
</tr>
<tr>
<td>7</td>
<td>63.60</td>
<td>82.28</td>
<td>85.97</td>
<td>86.65</td>
<td>4.8</td>
</tr>
<tr>
<td>E</td>
<td>73.42</td>
<td>80.65</td>
<td>84.14</td>
<td>85.15</td>
<td>6.4</td>
</tr>
<tr>
<td>F</td>
<td>80.29</td>
<td>85.67</td>
<td>87.21</td>
<td>88.93</td>
<td>13.4</td>
</tr>
<tr>
<td>Avg</td>
<td>73.97</td>
<td>83.93</td>
<td>86.63</td>
<td>87.75</td>
<td>8.4</td>
</tr>
</tbody>
</table>

The performance of JSTN and other feature normalization methods on the artificial data is shown in Table 1. From the table, we can see that the MVN (spectral normalization) produces significant improvement over the baseline result for most of the test cases. Furthermore, MVN+TSN, i.e. the cascade of spectral and temporal normalization, produces significantly better results than MVN alone. This shows that it is beneficial to apply both spectral and temporal normalization. In addition, the JSTN outperforms MVN+TSN significantly, especially in high SNR levels (except clean case). This shows that the joint normalization of spectral and temporal information of features is better than the cascade of the two normalizations. The relatively small improvement in low SNR levels is probably due to that the posterior probabilities $γ_m(t)$ are not accurate at low SNR.

We also test JSTN on real meeting recordings and the results are shown in Table 2. The data here are recorded in reverberant environment with small amount of background noise. The results show that JSTN consistently outperform MVN+TSN and yields a 8.4% relative average word error rate reduction. This shows that JSTN also works well for reverberated speech recorded in real world.

4. CONCLUSIONS

In this paper, we proposed a framework for joint spectral and temporal normalization of feature statistics for robust speech recognition. Experimental study on Auroras-5 tasks show that the JSTN produces better results than simply applying spectral normalization (MVN) and temporal normalization (TSN) in cascade for recognizing both additive noise and reverberation corrupted speech. The JSTN framework is a flexible way for feature normalization and can be extended in various ways. For example, currently the temporal reference model only captures the global temporal information of speech, while it is worth studying in the future.
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