In this paper, we examine the use of subspace processing and projection for the suppression of background clutter [4-8], which is also referred to as clutter herein. It is shown that the target, or flaw, subspace is different from the clutter subspace, due to differences in their respective delay profiles. In the underlying applications, clutter subspace is multi-dimensional which encompasses transducer position dependent scatterings, surface roughness, and material inhomogeneity. In essence, the subspace of the strong clutter is estimated from different transducer locations and it corresponds to the singular vectors of the dominant singular values of the data observation matrix. In addition to the bottom surface scatterings, we also estimate and compensate for changes in the time delays due to imperfect sensor displacements on the top surface of the alloy, using signal correlation. As such, robust clutter subspace can be constructed with low rank energy concentration. Orthogonal clutter subspace projection, which is insensitive to magnitude and phase ambiguities, is applied to increase the signal-to-clutter ratio and deal with multiple clutter components. Real measurements as well as synthetic data are used in the evaluation of the proposed technique. For increased degree of flaw signal protection, the multi-bouncing clutters from top and bottom surfaces are incorporated in the clutter subspace construction so as to add more distinction between the flaw signal and the clutter signatures. The results show that a substantial clutter suppression is achieved with negligible effect to the flaw signal. This implies that the flaw signal subspace is different from the clutter subspace which is attributed to differences in their corresponding time-delay profiles.

2. SIGNAL MODEL

Consider a multiple-input multiple-output (MIMO) ultrasonic imaging system consisting of $M$ transmit transducers and $N$ receive transducers. A return signal received at the $n$-th receive transducer, $r_n(t)$, is modeled as a linear combination of the transmitted signal with different delays, i.e.,

$$r_n(t) = \sum_{m=1}^{M} \sum_{\alpha=1}^{E_m} \beta_{n,n,m} s_m(t - \tau_{n,m}).$$

where $s_m(t)$ is the emitted signal from the $m$-th transmit transducer, whereas $\beta_{n,m}$ and $\tau_{n,m}$ are, respectively, the reflectivity coefficient and delay of the $i$-th propagation path. In practice, ultrasound returns may have other responses that are not accounted in model (1). The consideration of these components, however, is outside of the scope of this paper.

Assuming that signals corresponding to the different transmit transducers are separable through orthogonal waveform design utilizing the time, frequency, and/or code dimensions (see for example [9]), we can isolate the received signal corresponding to the $m$-th transmit transducer and the $n$-th receive transducer,

$$r_{n,m}(t) = \sum_{i} \beta_{n,m,n} s_m(t - \tau_{n,m}).$$
Ideally, for a homogeneous alloy with perfectly smooth surface, the bottom surface scattering assumes perfect mirror reflection. In practice, however, there could be roughness in the material surface due to machining inaccuracies or other reasons, yielding scattering and changes in the propagation delays. In essence, for some paths, the angles of reflection are not equal to the angles of incidence on the bottom surface of the alloy (see Fig. 1(a)). As such, there exist multiple paths between any pair of transducers which underlie the summation in Eq. (2). In addition, material inhomogeneity may alter the propagation velocity. Due to the small differences in the corresponding path lengths and propagation velocities, the time delay, \( \tau_{da} \), described in Eq. (2), can be cast as perturbation of the mean value. Additionally, it is recognized that there might be small gaps between the ultrasound transducers and the surface, where coupler may be partly or fully filled with, as depicted in Fig. 1(b). These gaps contribute to the group delay time, \( \Delta \gamma_{group} \), and shift the entire return signal for each transmitter-receiver combination.

With the consideration of the above two perturbation factors of the time delay, Eq. (2) becomes

\[
    r_{n,m}(t) = \sum \beta_{l,n,m} \delta_{l} \Delta \tau_{da} \Delta \tau_{m} \]

Because the focus in this paper is the removal of clutter, we consider a single transmitter-receiver pair and thus subscripts \( n \) and \( m \) are omitted from the expression for notational simplicity.

\[
    r(t) = r_{f}(t) + r_{g}(t) + v_{d}(t).
\]

In the above expression, the measurement noise \( v_{d}(t) \) typically follows zero-mean independent Gaussian distribution. Each component of \( r_{f}(t) \) and \( r_{g}(t) \) can be characterized using the model depicted in Eq. (3). Measurement noise is usually not considered as a significant factor since its effect can be mitigated by averaging over multiple observations.

To reveal multipath flaw echoes that may be overshadowed by the background clutter, the objective is to remove or mitigate the background clutter without significantly affecting the flaw signal. Construct a set of reference signal bases, \( u_{k}(t) \), \( k = 1, ..., K \), which represent the clutter, where \( K \) is the number of clutter bases. Then, clutter removal can be achieved as

\[
    \hat{r}_{f}(t) = r(t) - \sum_{k=1}^{K} \alpha_{k} u_{k}(t),
\]

where \( \alpha_{k} \) is the \( k \)-th coefficient that minimizes the norm of the above residual difference. To account for varying clutter responses as well as delay profiles, the clutter subspace is constructed using \( L \) measurement data, \( r(t), l=1, ..., L \), in the absence of flaw, observed at \( L \) different positions of the transducer pair. The distance between the transmitter and receiver is kept the same. This type of measurements can be performed in a healthy object before it is actually used, or by measuring a healthy identical replica. Ideally, the clutter profiles should be identical, assuming homogeneous propagation medium. As we discussed earlier, however, scattering from a rough surface may cause them to differ. To take the delay spread into account, two pre-processing steps, respectively described in the following two subsections, are performed before the clutter signal subspace processing.

3.2 Observation Alignment through Correlation

To compensate for the group delay \( \Delta \gamma_{group} \), for the \( l \)-th measurement, we apply correlation between the \( l \)-th observed signal (with or without flaw), \( r(t) \), and a reference signal, \( r_{ref}(t) \), which is measured in the absence of flaw signal. That is,

\[
    \Delta \gamma_{group} = \arg \max _{\tau} \langle r(t - \tau), r_{ref}(t) \rangle >, \hspace{1cm} (6)
\]

where \( \langle, \rangle \) denotes the mean of the inner-product of its elements. Once \( \Delta \gamma_{group} \) is obtained, the clutter responses can be aligned and the effect of such group delays is minimized.

As the signals are collected and processed using discrete-time representations, the group delay is expressed in terms of the number of samples, \( D_{group} = \lceil \Delta \tau_{over} f_{s} \rceil \), where \( \lceil \cdot \rceil \) denotes nearest integer greater than or equal to \( x \), and \( f_{s} \) is the sampling rate. Note that, in practice, ultrasound signals are usually oversampled far beyond the Nyquist rate to achieve improved ultrasound image quality. As a result, the discrete signal representation of the \( l \)-th received clutter response, after signal alignment, is represented as a vector \( r_{l}^{(0)} = [r_{l}[1], ..., r_{l}[T]]^{T} \), where \( T \) is the total number of data samples used in the vector, whereas \( (\cdot)^{T} \) denotes vector or matrix transpose. Superscript \( (0) \) denotes the fact that no artificial delays, as discussed below, are applied.

3.3 Subspace Dimension Expansion

For effective clutter removal, all possible values of the local delay, \( \Delta \gamma \), should be taken into account in clutter subspace construction. This is, consider a clutter response \( r(t) \), all of its delayed variations, \( r(t - \Delta \gamma) \), up to the maximum potential extent of the delay spread, i.e., \( \Delta \gamma \in [-\Delta \tau_{max}, \Delta \tau_{max}] \), should be taken into account.

Using the discrete-time signal representations, the above discussion implies that, in addition to vector \( r_{l}^{(0)} = [r_{l}[1], ..., r_{l}[T]]^{T} \), the vectors that account for delayed copies \( r_{l}^{(d)} = [r_{l}[d + 1], ..., r_{l}[T + d]]^{T} \) should also be considered as possible received clutter signals for \(-D \leq d \leq D \) (proper zero-padding is assumed for time instants that are out of the measurement range).

3.4 Subspace Construction

Now, we construct the following matrix, \( B \), for subspace analysis from \( L \) measurements,

\[
    B = [r_{1}^{(-D)}, r_{1}^{(-D+1)}, ..., r_{1}^{(D)}, ..., r_{L}^{(-D)}, r_{L}^{(-D+1)}, ..., r_{L}^{(D)}].
\]

The dimension of matrix \( B \) is \( T \times (2D + 1)L \). We assume that \( T \geq (2D+1)L \), which is typically satisfied in practice, so that the maximum rank of the clutter signal subspace is \( (2D + 1)L \). Applying
singular value decomposition (SVD) to matrix $B$ yields \[ B = U \Sigma V^T = [U_B, \quad U^T_B \begin{bmatrix} \Sigma_B & O \\ O & \Sigma^T_B \end{bmatrix} \begin{bmatrix} V_B^T \\ V^T_B \end{bmatrix}] , \] where $U = [u_1, \ldots, u_{(2D+1)L}]$ and $V = [v_1, \ldots, v_{(2D+1)L}]$ are unitary matrices, containing the left and right character vectors, respectively, whereas the diagonal matrix $\Sigma$ contains the singular values. Matrices $U$ (respectively $V$) can each be divided into two parts, i.e., $U_B$ and $U^T_B$ (and respectively $V_B$ and $V^T_B$), which respectively span the signal subspace and noise subspace. Because no flaw signal is included in matrix $B$, it is desirable to treat a large number of columns as the signal subspace of the clutter.

### 3.5 Clutter Removal

When the signal subspace of the clutter is properly identified, the removal of the clutter from a measured signal, in the presence of flaw reflection, can be achieved by projecting the received signal onto the noise subspace of the clutter. Consider a received signal $r(t)$ as described in Eq. (4) which includes both flaw signal and background clutter. The group delay $\Delta t_{\text{group}}$ of $r(t)$ can be estimated and compensated by using the same procedure as described in Section 3.2, where $r(t)$ is replaced by $r(t-l)$. A $T$-sample vector $r$ is obtained from data observations after alignment.

To obtain the flaw signal vector, $r_f$, i.e., the clutter-suppressed version of $r$, we perform

\[ \hat{r}_f = (I - U_B U^T_B)r . \]

Obviously, this is equivalent to Eq. (5) by considering the columns of $U_B$ as the clutter bases, whereas the elements of $U^T_B r$ as the respective coefficients.

### 4. EXPERIMENTAL STUDY

#### 4.1 Experiment Settings

A block of aluminum alloy type 6061, illustrated in Fig. 2, was used in the experiments. The height of the alloy is 76.2 mm. A flat bottom hole with a diameter of 3 mm and a depth of 21 mm was drilled into the material from the bottom to emulate a flaw.

Signal generation and measurement are performed using an Olympus Panametrics pulser, model 5072PR, operated in the monostatic (T/R) mode [11]. An Olympus transducer, model V-110M, with a center frequency of 5 MHz, is used. The sampling rate is 40 MHz. Ten data sets are measured in the absence of a flaw, whereas one data set is measured in the presence of the flaw. The latter is depicted in Fig. 3. The flaw reflection is observed around $t = 17.5 \mu s$, whereas a smaller multipath signal appears in 41.4 $\mu s$ (see [12] for the details of multipath modes). The bottom reflections appear at 24.1 $\mu s$ and its multiples.

#### 4.2 Singular Values

Fig. 4 shows the distribution of the singular values of the reference matrix $B$ expressed in Eq. (7). Fig. 4(a) is for matrix $B$ consisting of only the 10 measured data ($D = 0$), where one singular value is dominant, followed by other 9 smaller but nonzero ones. In Fig. 4(b), expanded matrix $B$ with $D = 10$ is considered, yielding a total of 210 singular values. It is evident that dimension expansion of matrix $B$ via the inclusion of delay shifted versions of measured signal significantly increases the dimensionality of the clutter subspace.

#### 4.3 Clutter Subspace with Delay Shifts

To examine the effect of the inclusion of delay shifted version of the clutter in the estimation of clutter signal subspace, Fig. 5 compares the estimated flaw signal as the result of projection of the observations, which are shown in Fig. 5, onto the orthogonal clutter subspace, in two different scenarios. Fig. 5(a) shows the results based only on the observations (i.e., $D = 0$), whereas Fig. 5(b) is obtained when a maximum delay of 10 samples ($D=10$) is used. It is clear that the non-delay case yields a high clutter residual, whereas the clutter is almost completely removed when delay shifted versions of the clutter are considered in the construction of the clutter subspace.

#### 4.4 Detection of Flaw Close to Bottom Surface

In this example, we consider the situation where a flaw is very close to the bottom surface. Due to machining difficulty, we synthetically add flaw data, which was originally measured from a circular hole at a different position, to the received signal depicted in Fig. 3. The standoff distance between the added flaw and the bottom surface is assumed to be 1 mm. Fig. 6(a) shows the signal in the presence of the actual flat bottom hole and the artificial flaw, and Fig. 6(b) shows the signal after orthogonal projection. It is evident that the background surface echoes are greatly mitigated, and the flaw close to the surface is revealed after clutter removal.

### 5. CONCLUSIONS

We have considered the removal of ultrasonic background clutter for ultrasonic imaging of flaws in a metallic object. A signal model was established based on the surface microstructure concept. This clutter is caused by surface reflections and was removed by projecting the received signal onto a subspace that is orthogonal to the clutter subspace. Clutter subspace construction utilized multipath information from a healthy sample and incorporated perturbations in propagation delays, due to surface roughness, as a function of transducer position. In addition, cross-correlation techniques were used to align the clutter signal delays due to differences in transducer closeness to the top surface. The results show that substantial clutter suppression can be achieved with negligible effect on the flaw signal.
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Fig. 2  Dimension of the aluminum alloy and the flat bottom hole (in mm).

Fig. 3  Received signal consisting of flaw and clutter.

(a) with no shifted versions ($D=0$)
(b) with shifted versions ($D=10$)

Fig. 4  Singular value distribution in decreasing order.

(a) with no shifted versions ($D=0$)
(b) with shifted versions ($D=10$)

Fig. 5  Background mitigation with different delay shifts.

(a) before clutter removal
(b) after clutter removal

Fig. 6  Flaw with 1mm standoff distance from the bottom surface.


