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ABSTRACT

We propose a framework for transfer learning in the unsupervised condition, and show its usefulness in addressing the problem of mismatch in test time dialog state decision classifier, which is presented here as a binary hypothesis problem. We are asked to either accept or reject the ASR output. The framework encompasses a two step process, the first step culminates in the discriminative retraining of the test time classifier using the results of an EM solution to the joint optimization between the original labelled training data and observed unlabelled test data for enhanced test time discrimination of the binary classes. The second step is optimization of the performance of this classifier in a specific operating range. This extends previous results in Bayes error reshaping to the unsupervised condition which favors a particular false alarm operating range. We show a total relative reduction in error rate of up to 15%, 12.5% from the first step, with an additional 2.5% from step 2 along with the added knowledge of the threshold needed to operate at a specific false alarm operating range.

Index Terms— Unsupervised Transfer Learning, Covariate Shift, Bayes Error Reshaping, MCE, ASR Confidence.

1. INTRODUCTION

When applying the results of supervised machine learning to the classification or regression problems the assumption that training and test points are drawn from the same distribution is often violated in practice. In [1] it was shown that under certain restrictive assumptions about how the training and test distribution varied this shift could be compensated in the training domain objective function. This result known as covariate shift correction and the closely related sample selection bias correction [2], resulted in numerous variations and applications in the machine learning literature [3], [4]. In this paper we extend previous work in two directions, a relaxation of the constraints implied by the covariate shift assumption to the classification problem, and Bayes error reshaping for detection error tradeoff [5], [6] under the unsupervised condition. The subsequent framework is then applied to the problem of ASR dialog decision.

In transactional ASR dialog systems, the decision to accept or reject (or reconform) a user utterance is often carried out by a decision function that takes as input a set of features extracted during the recognition process. The decision function may be implemented by a classifier discriminatively trained with data collected from a mixture of dialog states, with each state generally having multiple grammars or language models (LMs) operating in parallel. The features extracted during the recognition process have a dependence on the grammars (or LMs), and the state of acoustic model adaptation making it difficult to sufficiently cover all conditions with a labelled training corpus. This often places the decision classifier in a mismatched condition. The mismatch is not only evident through the usual loss in class discriminative power but in the expected miss (M), false accept (FA) ROC curve operating point.

The paper is organized as follows. In section 2 the underlying modeling framework is introduced, section 3 discusses an EM solution. Section 3.3 discusses the unsupervised detection error tradeoff. Experimental setup, results and conclusions are presented in sections 4, 5 and 6.

2. MODELING FRAMEWORK

Let \( x \) be the feature vector and \( y \) the class label, in this discussion a binary label. From \( n \) i.i.d. training samples \( ((x_i, y_i) : i = 1, ..., N) \) we may learn the the model parameters \( \theta \) used to model the probability \( p(y|x, \theta) \). In practice the assumption that the same underlying distribution generates both the training and test instances is often violated. This leads to sub-optimal class discrimination at test time, which can be reflected in a drop of equal error rate performance and unknown classifier operating range, defined here as the probability of false accept (\( P_{FA} \)), probability of miss (\( P_{M} \)) point on the detection error curve. For the binary hypothesis test this operating point is determined by the log likelihood ratio test and threshold \( t \):

\[
\log \frac{p(H_2|x)}{p(H_1|x)} > t,
\]

(1)

Where the binary labels \( y \) are represented by \( H_1 \) and \( H_2 \). The threshold \( t \) defines the decision regions \( Z_1 \) and \( Z_2 \) from which we may determine the false accept and miss probabilities:

\[
P_{FA} = \int_{Z_2} p(x|H_1)dx, \quad P_{M} = \int_{Z_1} p(x|H_2)dx.
\]

(2)

To learn the parameters of the classifier \( \theta \) we minimize the expected loss on the training data for some loss function \( l(f(x), y) \). To address the test time condition where the underlying distribution generating the features is not the same as that generating the training time features we have the covariate shift result [1]:

\[
E_T [l(f(x), y)] = E_D \left[ \frac{p(x|\theta_D)}{p(x|\theta_T)} l(f(x), y) \right],
\]

(3)

where \( T \) denotes the test set and \( D \) the training set. This result follows from application of Bayes rule, \( p(x, y|\theta_D) = p(x|\theta_D)p(y|x, \theta_D) \).

and the assumption that \( p(y|x, \theta_T) = p(y|x, \theta_D) = p(y|x) \), we have for \( w_x = p(x|\theta_T) / p(x|\theta_D) \) and \( l(f(x), y) = L_{x,y} \):

\[
E_D \left[ w_x L_{x,y} \right] = \sum_{x,y} \frac{p(x|\theta_T)}{p(x|\theta_D)} p(x|\theta_D) p(y|x, \theta_T) L_{x,y} = E_T \left[ L_{x,y} \right]
\]

(4)

With this assumption minimization of the weighted loss function on the training data will result in minimization of the loss function on the test data. In practice the assumption that \( p(y|x) \) remains constant from training to testing environments is too strict. It is also noted that directly modeling \( p(y|x) \) would seem to circumvent this problem entirely, (as opposed to the generative approach which attempts to model \( p(y|x) \) with \( p(x|y) \) and Bayes rule). Directly modeling \( p(y|x) \) may not fully avoid the shift in the underlying feature distribution when there is a misspecification of the underlying model [2].

To avoid the strict assumption needed to satisfy the covariate shift solution, we assume the distribution \( p(x, y) \) depends on some unobserved variable \( S \), to get at the distribution of the observable variables we marginalize over \( S \), \( p(x, y) = \int p(x, y|S) P(S) dS \) [5]. We assume here that \( S \) captures the differences between the training and testing environments, if \( p_D(S) = p_T(S) \), then \( p_D(x, y) = p_T(x, y) \). Specifically here we may assume \( S \) captures the mix of language models and state of the acoustic model at a specific dialog state. To put this into practice we make the assumption that the training feature space is generated by two sources, one of those sources is responsible for both the generation of the training and test time feature spaces, the other source is responsible for features that are unique to the training feature space. Associated with each of these sources is a classifier, \( p(y|x, S_i) \), \( i = 1, 2 \). From these definitions the training distribution distribution can be written:

\[
p_D(x, y) = \sum_S p(x, y, S) = \sum_S p(y|x, S)p(x|S)p(S)
\]

(5)

We assume the underlying feature distribution is generated by a Gaussian mixture model. Based on the definition of the two sources we have the model for the training distribution:

\[
p_D(x) = p(s_1) \sum_{k=1}^{M_1} \alpha_{1k} p_{1k}(x) + p(s_2) \sum_{k=1}^{M_2} \alpha_{2k} p_{2k}(x).
\]

(6)

Where this distribution is generated from \( p(s_1) \) and \( p(s_2) \) proportions of source sets 1 and 2 respectively, and test distribution:

\[
p_T(x) = \sum_{k=1}^{M_1} \alpha_{1k} p_{1k}(x).
\]

(7)

From equation 7 we note that the test distribution shares the parameterization of the Gaussian components associated with training distribution source set 1, but differs in the mixture weights \( \alpha_{1k}' \) (\( k \)). In practice this definition can be achieved by building separate GMMs on the training and test data and merging them to form the source set 1 GMM, the mixture weights are then re-estimated to form the corresponding \( P_T \) and \( P_T \) distributions. The source set 2 GMM would be derived from the training data, and would be composed of Gaussian components with maximum KL distance to the test data GMM. More details about this step will be presented in section 4.2. Equations 5, 6, and 7 define the modeling framework, we now present an EM solution for the parameter learning.

3. EM Solution

With the description of the previous section we may write the full generative model of the observed data. For training data points \( u \in D \), and test data points \( v \in T \), given by the joint distribution: \( P((x^u, y^u)|u \in D), (x^v|v \in T) | \Theta, w) \), where \( \Theta \) represents the parameters associated with the underlying feature generation GMMs, the component mixture weights and source proportions and \( w \) are the parameters of the function modeling \( p(x^u|y^u) \). We have the log likelihood of the observed training and test data:

\[
\log \ P((x^u, y^u)|u \in D), (x^v|v \in T) | \Theta, w) = \\
\sum_{u \in D} \log \left( \sum_{j=1}^{M_1} \alpha_{jk} p_{jk}(x^u|\theta_j) p_j(y^u|x^u, w_j) \right) + \\
\sum_{v \in T} \log \left( \sum_{k=1}^{M_1} \alpha_{1k} p_{1k}(x^v|\theta_1k) \right),
\]

(8)

where the unknown parameters \( (\Theta, w) \) can be estimated with the use of the EM algorithm. The unobserved variables are the source and corresponding mixture responsible for the generation of the training features and the mixture responsible for test feature generation. The E-step for iteration \( t \), results in computation of the posterior probability for a given training sample \( x^u, p(s, k|x^u, y^u, \Theta^t, w^t) \). We have:

\[
\gamma_{ik} = \frac{p(x^u, y^u|s, k, \Theta^t, w^t) p(k|s) p(s)}{\sum_j p(x^u, y^u|s, k, \Theta^t, w^t) p(j|s) p(s)} \\
= \frac{p(x^u|s, k, \Theta^t) p(y^u|x^u, w_k) \alpha_{sk} p(s, k)}{\sum_{k, j} p(x^u|s, k, \Theta^t) p(y^u|x^u, w_k) \alpha_{sk} p(s, k)}
\]

(9)

The posterior for the hidden variables associated with the test vectors \( x^v \) follow a similar equation. Note the absence of labels and source set 1 responsibility for the generation of the test vectors:

\[
\gamma_{i1k} = P(s_1, k|x^v, \Theta^t) = \frac{p(x^v|s_1, k, \Theta^t) \alpha_{1k}^{s_1}}{\sum_{k} p(x^v|s_1, k, \Theta^t) \alpha_{1k}^{s_1}},
\]

(10)

The maximization step results in updates:

• Source set weights and source GMM weights:

\[
p_j = \frac{1}{N_D} \sum_{i=1}^{N_D} \sum_{k=1}^{M_1} \gamma_{ik}^{u_i} , \quad \alpha_{sk}^{D} = \frac{1}{p_s} \sum_{i=1}^{N_D} \sum_{k=1}^{M_1} \gamma_{ik}^{u_i} , \quad \alpha_{1k}^T = \frac{1}{N_T} \sum_{i=1}^{N_T} \gamma_{i1k}^{v_i}
\]

(11)

• Source model Gaussian parameters mean, and covariance \((\mu, \Sigma)\), with \( T_A = \sum_{i=1}^{N_T} \gamma_{i1k}^{v_i} + \sum_{i=1}^{N_T} \gamma_{ik}^{v_i} \), and \( \xi_i^{uk} = (x^u - \mu_{i,k}) \):

\[
\mu_{1k} = \frac{\sum_{i=1}^{N_T} \gamma_{i1k}^{v_i} x_i^{v_i} + \sum_{i=1}^{N_T} \gamma_{ik}^{v_i} x_i^{v_i}}{T_A} \\
\Sigma_{1k} = \frac{\sum_{i=1}^{N_T} \gamma_{i1k}^{v_i} (x_i^{v_i} - \mu_{1k})^T + \sum_{i=1}^{N_T} \gamma_{ik}^{v_i} (x_i^{v_i} - \mu_{1k})^T}{T_A}
\]

(12)

• Source classifier updates: This is dependent on the form of the underlying classifier, the fundamental result is an optimization of a weighted loss function which is analogous to equation 4 and can be seen as a relaxation of the assumption \( p(y|x, \theta_T) = p(y|x, \theta_D) = p(y|x) \) through the posteriors \( \gamma_{ik} \). We have the source set 1 and 2 classifier optimization

\[
\frac{\partial}{\partial w_s} \sum_{i=1}^{N_D} \sum_{k=1}^{M_1} \gamma_{ik}^{u_i} \log(p(y_i^{u_i}|x_i^{u_i}, w_s)).
\]

(13)
3.1. Classifier Modeling: Weighted MCE

The model used for source classifiers \( p(y|x) \) will be based on a GMM. The smoothed 0/1 loss function for a binary classifier when the correct class label is \( H_c \), competing class (incorrect) \( H_{cc} \) is given by

\[
L_{cc}(x) = \frac{1}{1 + \exp(y_i \log \frac{p(y|x)}{p(y|x_{cc})})}
\]

(14)

For equal class priors \( p(y) \), we have \( p(y|x) = p(x|y) / \sum_y p(x|y) \), and for the binary class case \( \max_{y_i} \log p(H_i|x) = \max \log p(x|H_i) - \min \log p(x|H_{cc}) \), therefore minimizing the loss of equation 14 is a proxy for maximizing the likelihood of the source classifiers given by equation 13. Optimization of the weighted empirical loss function results in the source \( S_1 \) and \( S_2 \) classifier parameter updates. For training data \((x, y_i) : i = 1, ..., N\), binary classes \( y_i \in (H_1, H_2) \) and weights \( (\gamma_i) \) we have:

\[
L_S = \sum_i \sum_j \left[ \sum_{k=1}^{M_k} \gamma_{sik} \right] L_j(x_i | x_i \in H_j),
\]

(15)

where \( I() \) is the indicator function. Weighted gradients of the loss function for the correct and incorrect class for sample \( x \) follow directly:

\[
\frac{\partial L_c(x)}{\partial w_c} = - \sum_{j=1}^{M_j} \gamma_{sij} \eta_j L_c(1 - L_c) \frac{\partial \log p(x|H_c)}{\partial w_c}
\]

\[
\frac{\partial L_{cc}(x)}{\partial w_{cc}} = \sum_{j=1}^{M_j} \gamma_{sij} \eta_j L_c(1 - L_c) \frac{\partial \log p(x|H_{cc})}{\partial w_{cc}}
\]

(16)

Where it is understood that the classifier parameters of Gaussian means, variances and mixture priors are represented by the parameter vector \( w_c \) and \( w_{cc} \) for the correct and incorrect class, implicitly tied to the class labels \( H_c, H_{cc} \). In practice a fraction of the maximum likelihood statistics are added to equation 15 to prevent overfitting.

3.2. Test Time Usage

The ultimate goal of sections 3 and 3.1 is to estimate the classifier to be used on the test set: \( p(y|x, w_{v1}) \), as this model is associated with source set 1 and is intended to capture the underlying distribution shared between training and test environments.

3.3. Unsupervised \( P_{FA}, P_{M} \) Trade-off

For the binary classifier plotting the false alarm vs. probability of miss (2) on a standard deviate scale, yields the detection error tradeoff (DET) curve. In [6] the idea of feature space DET analysis criterion (fDETAC) was proposed. This result shows that we may estimate a feature space transform to rotate the DET curve to enhance the \( P_{M} \) performance in one \( P_{FA} \) region at the expense of another. This follows from assuming Gaussian score distributions for \( P_{FA}, P_{M} \) which results in a linear relationship. Denoting classifier \( i \) score mean and standard deviation by \( \mu_i \) and \( \sigma_i \) we have the relationship for normal inverse error function \( \Phi^{-1} \):

\[
\Phi^{-1}(P_{M}) = \frac{\sigma_1}{\sigma_2} \Phi^{-1}(P_{FA}) + \frac{\mu_1 - \mu_2}{\sigma_2}.
\]

(17)

By estimating a feature space transform \( A \) we may rotate and shift this DET curve. This optimization results in fDETAC, given by:

\[
A^* = \arg\min_A \left[ \sigma_1(A) \right] w_R + \left[ \frac{\mu_1(A) - \mu_2(A)}{\sigma_2(A)} \right] w_D.
\]

(18)

Where \( w_R \) and \( w_D \) can be used to regulate the slope and delta optimizations. Figure 1 illustrates a DET curve for a classifier before and after fDETAC optimization. Note that we have pivoted approximately around 10% \( P_{FA} \), reducing the \( P_{M} \) from the mid 70% range to the upper 60% range at the expense of an elevated \( P_{FA} > 60% \).

We extend this result to perform unsupervised optimization of equation 18, where we rely on the original training labels but a reweighting of the scores with the posteriors from equation 9. The weighted mean score for class label \( i \) is given by

\[
\mu_i = \frac{1}{N} \sum_{x_i \in \mathcal{D}} \left[ \sum_{k=1}^{M_k} \gamma_{sik} \right] \log \frac{p(k|H_i)p(x_i|k, H_i)}{\sum_k p(k|H_i)p(x_i|k, H_i)}
\]

(19)

Where the posteriors are specific to the underlying source set 1 models (section 3.2). The gradient of score mean and standard deviation results in terms of the form for hypothesis \( j \):

\[
\sum_k p(k|x_d, H_j) \Sigma_{sik}^{-1} (A x_d - \mu_k) x_d^T
\]

(20)

where we note that the Jacobian of the transform cancels. Solution for the transform \( A \) can be arrived at through a line search.

4. EXPERIMENTAL SETUP

The ASR system is our standard telephony enterprise installation, this is MFCC based with 250k Gaussians, 20k context dependent states. The training setup includes 48k sentences covering 11 dialog states composed of grammars varying in vocabulary size from 10 to 20k words, and perplexities in the range of 10 to 90k. The in grammar average semantic error rate is 5.76% and average out of vocabulary rate (OOV) of 12.89%. The test dialg state includes 5.5k sentences, a vocabulary size of 100, perplexity of 399k and in grammar semantic error rate of 6.0% with OOV rate of 9.14%. To estimate the initial underlying source 1 GMM, 1650 unlabelled test dialog samples were used along with the training dialog samples (discussed in section 4.2). The subsequent EM procedure (3) used these same 1650 unlabelled samples and the 48k labelled training set. fDETAC (3.3) was performed with the 48k labelled training instances and the posteriors \( \gamma_{sik} \) (9) from the EM step. The remaining 3850 samples (from the 5.5k test dialog) were used in test.

4.1. Confidence Feature Space

The confidence feature space is 11 dimensional, composed of observations extracted from the ASR process. There has been extensive studies of features that are effective, including lattice based [8], background model based [9], and heuristic search and acoustic
based [10]. The mutual information between features and the binary classes of accept/reject varies between 0.01 and 0.2 bits for the 48k utterance training set.

4.2. EM Initialization and Model Sizes

The underlying source 1 and 2 classifiers \( p(y|x, w_{s1,2}) \) are initialized to the same globally trained MCE model. Careful initialization of the underlying source generating GMMs (eqs. 6, 7) is more critical. As discussed in section 2, source set 1 is responsible for modeling what is common between the training and testing feature spaces, source set 2 is responsible for the feature space specific to training. With that definition a reasonable technique for initialization of the source set 1 GMM parameters is based on a KL metric between a GMM built on the training data, and a GMM built on the test data. Minimum KL distance components form source set 1 model parameters, maximum KL distance form source set 2 model parameters. Mixture weights are then re-estimated with a standard EM step keeping Gaussian parameters fixed and updating training data mixture weights \( (\alpha_{1k}^{D}), (\alpha_{2k}^{D}) \) and test data mixture weights \( (\alpha_{1k}^{T}) \).

Source set 1 and 2 models (eqs. 6, 7) are 4 mixture diagonal GMMs. The underlying source set classifier is a 2 mixture diagonal GMMs (as is the initializing global classifier).

5. EXPERIMENTS

Table 1 shows the component maximum symmetric KL distance between the unlabelled test data GMM \( G_T \) (as described in (4.2)), and the source set 1 GMM after the learning \( G_{S1,EM} \) (3). The value of the KL distance doesn’t tell us much, but the large (minimum) KL between source set 1 and 2 \( G_{S1,EM}, G_{S2,EM} \) after learning relative to \( G_T || G_{S1,EM} \) illustrates a mismatch in some portion of the feature space. To measure the test time classifier performance \( p(y|x, w_{s1}) \), EM iteration results in a 11.2% relative reduction in error, and including fDETAC we have 14.98% total relative reduction. Figure 3 illustrates the S1 and S2 classifier low FA performance as a function of EM iteration. The degradation of the S2 classifier illustrates the mismatch. From this figure we see the S1 classifier results in a 12.5% relative reduction in miss probability, and including fDETAC we have 14.98% total relative reduction. Figure 3 shows the AUC classifier performance as a function of EM iteration, the S2 classifier mismatch performance is evident. Treating the area above the ROC curve as that contributing to the overall error we see S1 classifier training by the EM step results in an 11.2% relative reduction in error, and including fDETAC we have 15.54% total relative reduction. As a fair comparison on the number of parameters (S1+S2), a 4 mixture GMM global classifier \( p(y|x) \) has a low FA result=0.7534 and AUC=0.8038, so adding parameters doesn’t help (small degradation vs. 2 mixture global could be overfitting with MCE).

6. CONCLUSIONS

We have presented a framework for unsupervised retraining of a classifier along with a technique to optimize this classifier in a desired FA region. We feel these are extensions to the mixture regression covariate shift framework [5] and Bayes error reshaping in the unsupervised condition [6]. To our knowledge, this is the first time such an approach is applied to an ASR task.
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