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\textbf{ABSTRACT}

We propose two very effective high-level binary-class features to enhance model-based skin color detection. First we find that the log likelihood ratio of the testing data between skin and non-skin RGB models can be a good discriminative feature. We also find that namely the background-foreground correlation provides another complementary feature compared to the conventional low-level RGB feature. Further improvement can be accomplished by Bayesian model adaptation and feature fusion. By jointly considering both schemes of Bayesian model adaptation and feature fusion, we attain the best system performance. Experimental results show that the proposed joint framework improves the 68\% to 84\% baseline \( F_1 \) scores to as high as almost 90\% in a wide range of lighting conditions.

\textbf{Index Terms}— Discriminative feature, Bayesian adaptation, score fusion, likelihood ratio, skin color model

\section{1. INTRODUCTION}

Extracting interesting body parts in images or video clips provides highly salient information for many human-centric applications, such as sign language recognition \cite{1}, biometric authentication \cite{2}, and other human computer interaction (HCI) systems \cite{3}. Due to illumination changes, reflections, shadows, and occlusions, it is often challenging to detect the human body parts in a robust manner under adverse operational conditions.

To alleviate such difficulties, enhanced sensors, such as infrared and depth cameras \cite{4, 5}, to get 3D information have been utilized. In addition, simultaneously detecting several body parts, such as face and limbs, proved to be beneficial \cite{1, 6}. For detection of individual body parts, however, skin color detection and foreground-background segmentation are two mainstream approaches.

In this paper, we investigate skin color detection to localize hands in videos. In practical situations, skin regions can have dramatically different distributions in different backgrounds and under various illumination conditions \cite{7}. However, it seems that a globally optimal color space representation cannot be easily determined at this moment. Therefore, instead of finding a robust feature set or color space representation, we study the skin color detection problem from a model-based perspective.

One key research challenge in model-based approaches to detection and classification problems is the selection and modeling of features. Several color spaces, such as RGB, normalized RGB, HSV, YCbCr, are all possible candidates for describing the skin color. One choice is to analyze an image frame with a block of pixels and take the average of RGB pixel values to represent the block in a three-dimensional RGB feature space. Unfortunately, other color representations cannot give statistically meaningful improvement in our study. Therefore, in this paper we explore additional high-level features available in the binary-class situations for skin color detection. One such feature is the log likelihood ratio between the densities of skin and non-skin models. Another discriminative feature is the correlation between skin foreground and non-skin background.

The main advantage of utilizing model-based methods is the possibility to feedback the evidences from the observed data into previously trained models so that the adjusted parameters of the trained models can not only better fit the observed data but also still maintain good generalization capability. One commonly used method is Bayesian model adaptation, such as maximum a posteriori (MAP) adaptation \cite{8}.

Furthermore, multi-modal information also proves to be beneficial to the detection performance in our study. Motivated by the successful experiences in \cite{9}, where scores generated by several modalities serve as features to train a feature fusion model, we fuse the regularized log likelihood ratio (LLR) feature and the foreground-background correlation coefficient into a single feature vector.

Skin and non-skin models can be trained on the above-mentioned feature vector to obtain an improved performance over the low-level RGB feature vector. The detection performance can be further enhanced if we replace the LLR features by MAP-adapted LLR features. Experimental results indicate that the proposed joint framework can effectively alleviate the model parameter mismatch problem and achieve the \( F_1 \) score as high as almost 90\% across a wide range of lighting conditions.

\section{2. SKIN COLOR MODELING AND FEATURES}

As mentioned earlier, average RGB value within a block of size 16 \( \times \) 16 is chosen as a feature vector. This low-level RGB feature vector is used to design our baseline detectors by modeling skin and non-skin classes as Gaussian mixture models (GMMs) \cite{9, 10}. Two novel high-level features, log likelihood ratio (LLR) score and background-foreground correlation, available in the current binary-class setting will be proposed in the following subsections. Enhancement of the LLR feature through Bayesian adaptation and fusion of these two features will be presented subsequently.

\subsection{2.1. Log Likelihood Ratio Features}

Likelihood scores from \( K \) modalities for class \( C \) and \( \overline{C} \), denoted by \( f(x|\theta_C) = [f_1(x|\theta_C^1), ... f_K(x|\theta_C^K)]^T \) and \( f(x|\theta_{\overline{C}}) = [f_1(x|\theta_{\overline{C}}^1), ... f_K(x|\theta_{\overline{C}}^K)]^T \), respectively, can also serve as features to design skin color detectors because they have been used in hypothesis testing to design test statistics for verifying the validity of certain events. When \( K = 1 \), the log likelihood ratio

\[ LLR(x|\theta_C, \theta_{\overline{C}}) = \log f(x|\theta_C) - \log f(x|\theta_{\overline{C}}) \] (1)
produced by the skin and non-skin models will be used in this study as a high-level, discriminative binary-class feature.

2.2. Background-Foreground Similarity Features

2.2.1. Preliminary Background Identification

When images are given by video clips instead of with individual pictures, we can get some information by comparing the background (non-skin) and foreground (skin) regions. Motivated by voice activity detection (VAD) [11] in the speech community, we designed an energy-based algorithm to identify background frames.

Assume the first frame of each clip is always a background frame. Then all other frames in the same clip are examined using a given threshold $\eta$, $0 < \eta < 1$. For the $i^{th}$ frame, if its sample standard deviation $\sigma_i$ satisfies the following inequality, it is considered as a background,

$$\frac{\sigma_i - \sigma_{\min}}{\sigma_{\max} - \sigma_{\min}} < \eta$$

(2)

Contiguous background frames are then averaged to form an averaged background for future comparison.

2.2.2. Background-Foreground Similarity

Having identified background frames in Section 2.2.1, blocks in each non-background frame are compared with their corresponding background blocks to check if they are in the same class.

A straightforward way to test if two blocks in similar images belong to the same class is to examine their sum of squared errors. However, this method can be problematic if the block pixels are under affine transformation, which is similar to the illumination model proposed in [12]. The linear correlation coefficient $\rho$, however, is more robust to this variation.

$$\rho = \frac{Cov(f, g)}{\sqrt{Var(f)Var(g)}}$$

(3)

Under the jointly Gaussian and uncorrelated assumption of the pixel vectors in a local image foreground block $f$ and its corresponding background block $g$, the test statistic $t = \sqrt{\chi^2(M-2)/1 - \rho^2}$ has the $t$-distribution [13], where $M=16 \times 16$ is the number of samples in each block being analyzed. Since $|t|$ is often used in $t$-test and is also a strictly increasing function of $|\rho|$ in the range of $[0, 1]$, for easy normalization, $|\rho|$ is chosen as a feature to measure the background-foreground similarity at each image block. We believe this is also an effective high-level discriminative binary-class feature to be used for skin color detection.

3. BAYESIAN MODEL ADAPTATION

When training and testing conditions are different, parameters obtained from the training phase may not be able to describe the actual distribution of the testing data. Bayesian model adaptation, such as a maximum a posteriori (MAP) adaptation [8], is often adopted under this circumstance in the speech community. MAP adaptation assumes the form of the prior density to be a conjugate prior of the probability density function of the feature vectors, and therefore the posterior density will not only include the observed data information but also have the same form as the prior density [8]. The information of the observed data and the prior density are effectively combined under this framework. Assume the likelihood function for class $C$ is denoted by a $K$-mixture GMM:

$$f(x|\theta_C) = \sum_{i=1}^{K} w_i N(x|\mu_i, \Sigma_i)$$

as shown in [8], given a set of adaptation data, $x_n, n = 1,...,N, x_n \in \mathcal{R}^2$, parameter adaptation can be done as follows:

$$w_i^{\text{MAP}} = \frac{\nu_i - 1 + \sum_{n=1}^{N} c_{in}}{N - K + \sum_{j=1}^{K} \nu_j}$$

(4)

$$\mu_i^{\text{MAP}} = \frac{\tau_i m_i + \sum_{n=1}^{N} c_{in} x_n}{\tau_i + \sum_{n=1}^{N} c_{in}}$$

(5)

$$\Sigma_i^{\text{MAP}} = \frac{\tau_i (m_i - \mu^{\text{MAP}})(m_i - \mu^{\text{MAP}})^T}{\tau_i + \sum_{n=1}^{N} c_{in}}$$

(6)

where $\nu_i$ is the $i^{th}$ hyperparameter of the prior density of mixture weights and $\tau_i, m_i, u_i, \alpha_i$ are hyperparameters of the prior density for $i^{th}$ Gaussian mixture:

$$p(u_1, ... , u_K) \propto \prod_{i=1}^{K} u_i^{\nu_i - 1}$$

(8)

$$p(\mu_i, \Sigma_i^{-1}) \propto |\Sigma_i|^{-\frac{n_i + 1}{2}} \text{exp}[-\frac{1}{2} \text{tr}(u_i \Sigma_i^{-1})] \times \text{exp}\left[\frac{\tau_i}{2} (\mu_i - m_i)^T \Sigma_i^{-1} (\mu_i - m_i)\right]$$

(9)

We will not adapt the covariance matrix to save computational cost. Also, the adaptation is performed in an unsupervised manner: the current model set is first used to decode the test samples to a specific class. Such labels are then treated as supervision information for that class and is then used to perform the above MAP adaptation algorithm. An example of resolving model parameter mismatch by MAP adaptation will be given in Section 5.

4. FUSION OF DISCRIMINATIVE FEATURES

Score fusion has been proved to be useful to integrate information from several modalities or features [9, 14]. It is usually done in two different ways. One is to find a simple transform to combine the outputs of several classifiers online, the other is to treat scores from several modalities or features [9, 14]. It is usually done in R^2 to train fusion classifiers modeled by GMMs for skin and non-skin classes, respectively.

To make sure the model will not favor a specific feature, the log likelihood ratio $LLR(x|\theta_C, \theta_{\overline{C}})$ is regularized. Here we choose a logistic sigmoid function defined as follows:

$$\gamma(LLR(x|\theta_C, \theta_{\overline{C}})) = \frac{1}{1 + \text{exp}[-\alpha(LLR(x|\theta_C, \theta_{\overline{C}}) - \beta)]}$$

(10)

with empirically chosen parameters $(\alpha, \beta) = (0.5, 0)$ to transform LLR scores into the range of $[0, 1]$. Also, as stated in Section 2.2.2,
we choose $|\rho|$ instead of $\rho$ to make it also in the range of $[0, 1]$. Thus the fusion feature for a $16 \times 16$ block used to train fusion GMMs is $[\gamma(LLR(x|\theta_x, \theta_y)), |\rho|]^T$. This feature will be shown to have enhanced discriminative powers over the RGB features.

Furthermore, we proposed a joint framework which uses MAP adaptation mentioned in Section 3 to replace the LLR score with MAP- adapted LLR score under the previously stated fusion scheme. This joint framework can simultaneously enhance discriminative power and compensate the mismatch between training and testing conditions. As we will discuss soon in Section 5, the proposed joint framework is very effective under highly-mismatched conditions.

5. EXPERIMENTAL RESULTS

Our dataset is recorded using Dragonfly 2 color camera with the setup of 15 fps $1024 \times 768$ YUV422 and 10 ms shutter speed to remove blurring artifacts caused by possibly fast hand motion. All frames were resized to $256 \times 192$ to save storage space. 16 users were recorded at 3 time slots of a day: morning, noon, and evening, resulting in roughly 4000 clips with about 16,000 frames.

In order to study the performance under different recording conditions, we first used frame-average RGB values to cluster the whole dataset into three categories. After a brief data analysis, we found Categories I, II, and III were mostly recorded in the morning, noon, and evening, respectively. And the ratio of frame numbers in Categories I, II, and III is roughly 4:2:1. We randomly selected 1/3 of the data from each category for manual labeling with 16×16 blocks and randomly divided the labeled data evenly for training and testing. GMMs with mixture numbers determined by [15] were used for modeling. Apparently the category with most number of samples, i.e., Category I, will dominate the training. Based on their different illumination conditions, we respectively marked Categories I, II, and III as well-matched, slightly-mismatched, and highly-mismatched.

Besides, due to imbalanced number of samples between skin and non-skin blocks, which is 1:4, accuracy ends up being a bad performance index. To fairly evaluate the performance, indices measuring correctly classified skin blocks should be used. To do so, let $(TP, TN, FP, FN)$ denote numbers of correctly classified skin blocks, correctly classified non-skin blocks, non-skin blocks classified as skin blocks, and skin blocks classified as non-skin blocks. The precision, recall, and $F_1$ are defined as $TP/(TP + FP)$, $TP/(TP + FN)$, and $2 \times precision \times recall/(precision + recall)$, which is a harmonic mean of the precision and recall, respectively.

The advantages of applying MAP (Section 3) and fusion of features (Section 4) over the baseline (Section 2) are shown in Figure 1. Note that the misclassification rate can be visualized by the overlapping area under 2 LLR distribution curves. In a highly-mismatched scenario, applying MAP adaptation, as shown in the dash-dot lines in Figure 1(a), the reduction of between-class overlap is clear. In a well-matched condition, applying feature fusion can still enhance the discriminative power, as shown in the dashed lines in Figure 1(b).

$F_1$ scores with LLR decision threshold 0 are listed in column 3 of Table 1. We can see that MAP adaptation with 5 iterations performed the baseline score by 6.4 to 14.1% and applying fusion scheme on baseline score can beat the MAP adaptation only in Category II by 0.63% and degraded by 0.31% and 5% in Categories I and III, respectively. Although 0.63% and -0.31% are within the range of statistical error, the 5% degradation in Category III clearly shows the difficulty of the original fusion scheme under mismatched conditions. The proposed joint framework, however, consistently outperformed MAP adaptation and the original fusion scheme by 1.5 to 5% and 1.8 to 9.7%, respectively. Next, we check the best $F_1$ scores for each algorithm, as listed in column 4 of Table 1. We can see that MAP adaptation is better than the baseline by 4.5 to 13.9%, and score fusion outperformed MAP by 1.4 to 2% except in Category III, and the proposed framework, again, outperformed MAP adaptation and the original fusion scheme by 2.2 to 6.0%, and 0.8 to 10.1%, respectively. The proposed method effectively combined the advantages of both methods and obtained an $F_1$ as high as 89.0 to 92.6%. Especially, it can effectively compensate the mismatch between the dark environment (Category III) and the training condition.

A clearer picture can be found in Figure 2. The curve trend indicates that in well-matched cases, i.e., Category I, score fusion can outperform MAP adaptation in general, and was not good in slightly-mismatched Category II scenarios, and became much worse in highly-mismatched Category III conditions. But the proposed method could outperform all algorithms when the precision exceeds 90%. In highly-mismatched conditions, it can compensate for the mismatch very well.

6. CONCLUSION

In this paper, we explored two high level features available in binary detection and classification problems, namely likelihood ratio of competing skin and non-skin models and correlation between
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Fig. 1. Separation: (a) before (solid line) and after (dash-dot line) adaptation for Category III data; and (b) before (solid line) and after (dashed line) score feature fusion for Category I data. The misclassification rates (intersection areas) were halved for both scenarios.
foreground and background, for skin color detection. We further enhanced the robustness of these feature by embedding MAP adaptation into the original feature fusion scheme. Experiments demonstrated the effectiveness of the proposed method under highly mismatched condition as well as the general ability to achieve high $F_1$ scores, which is close to 90% in all three categories from bright to dark lighting conditions.
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Fig. 2. Precision-recall curves for 3 different testing categories, we can see that the purple lines have the maximum $F_1$ scores when precision is asked to be more than 90%. Applying high-level feature fusion (also known as score fusion in this work) scheme is in general better than MAP adaptation in well-matched conditions (Category I), but deteriorates in slightly-mismatched conditions (Category II), degrades severely when the condition is highly-mismatched (Category III). The proposed framework can solve this difficulty and make the dark illumination condition (Category III) receives the most improvement.