ITERATIVE FEATURE NORMALIZATION FOR EMOTIONAL SPEECH DETECTION

Carlos Busso
Multimodal Signal Processing (MSP)
Department of Electrical Engineering,
The University of Texas at Dallas
busso@utdallas.edu

Angeliki Metallinou and Shrikanth S. Narayanan
Speech Analysis and Interpretation Laboratory
Viterbi School of Engineering,
University of Southern California,
metallin@usc.edu, shri@sipi.usc.edu

ABSTRACT

Contending with signal variability due to source and channel effects is a critical problem in automatic emotion recognition. Any approach in mitigating these effects however has to be done so as to not compromise emotion-relevant information in the signal. A promising approach to this problem has been through feature normalization using features drawn from non-emotional (“neutral”) speech samples. This paper considers a scheme for minimizing the inter-speaker differences while still preserving the emotional discrimination of the acoustic features. This can be achieved by estimating the normalization parameters using only neutral speech, and then applying the coefficients to the entire corpus (including emotional set). Specifically, this paper introduces a feature normalization scheme that implements these ideas by iteratively detecting neutral speech and normalizing the features. As the approximation error of the normalization parameters is reduced, the accuracy of the emotion detection system increases. The accuracy of the proposed iterative approach, evaluated across three databases, is only 2.5% lower than the one trained with optimal normalization parameters, and 9.7% higher than the one trained without any normalization scheme.

Index Terms— emotion recognition, fundamental frequency, emotions, feature normalization

1. INTRODUCTION

Advances in automatic emotion recognition systems can have a positive impact on the development of new human behavioral computing (behavioral informatics) capabilities as well as in the design of novel human machine interfaces. Some of the applications that could benefit from cognitive interfaces that are able to sense and react to the emotional state of the users include customer service, video games, education and health informatics. Unfortunately, the broad translation of the promising results shown on early stages of automatic emotion recognition to real life applications is still forthcoming mainly due to robustness of the methods to varying conditions and contexts [1]. One of the specific challenges in detecting the emotional state of the users is the ability to tackle the inter-speaker variability observed in expressive speech [2]. This is the focus of this paper.

Human speech production is the result of controlled anatomical movements of the lungs, trachea, larynx, pharyngeal cavity, oral cavity, and nasal cavity [3]. As a result, the properties of speech are intrinsically speaker dependent. Although there are patterns that are preserved across speakers (e.g., the increase of F0 in angry sentences), the expression of emotions presents idiosyncratic differences. In fact, previous works have shown that speaker dependent classifiers yield higher performance than speaker independent classifiers [4]. Therefore, it is not surprising that speech normalization can serve as a key step in building a robust emotion recognition system.

In this context, we propose a novel iterative feature normalization (IFN) scheme designed to reduce the speaker variability, while still preserving the signal information critical to discriminate between emotional states. The main idea of the normalization scheme considered here is to normalize the emotional corpus such that neutral speech from each speaker presents similar trends. For each speaker, the algorithm iteratively classifies the acoustic observations as either emotional or neutral. The speech samples that are recognized as neutral are used to estimate linear scaling parameters that are used for normalization. Then, these parameters are applied to the entire data, including the emotional subset, and the process is repeated. Since the normalization parameters are estimated using only the samples recognized as neutral, the discrimination between emotional and neutral classes is preserved. One notable advantage of using neutral speech samples for this purpose is the wide availability of neutral speech data.

The paper motivates and describes the iterative normalization algorithm as an extension of our previous work on detecting emotional speech using robust neutral reference models [5, 6]. The results show that the IFN scheme provides a good approximation of the optimal normalization parameters (estimated by assuming that emotional labels are known – perfect emotion detection). The accuracy achieved by the classifier using the IFN approach is only 2.5% lower than the one trained with optimal features normalization parameters, and 9.7% higher than the one trained without any normalization scheme.

Although the IFN approach is presented in the context of detecting emotional speech with neutral models in this paper, the algorithm can be generalized to other multi-class emotion recognition problems.

2. MOTIVATION

2.1. Neutral model approach for emotion detection

We have previously proposed the use of neutral models to detect emotional speech (see Fig. 1) [5, 6]. The main idea is to train robust acoustic models such as hidden Markov models (HMMs) and Gaussian mixture models (GMMs) with neutral speech (say using a generic reference spontaneous speech corpus, different from the emotional databases). The observations are contrasted with these models and their likelihoods are used as fitness measures. For neutral speech, the models will fit the observation and the likelihood will be higher. Under the assumption that emotional speech differs from its neutral counterpart, it is expected that a lower likelihood will be observed for emotional speech. We have shown that classifiers trained with these likelihoods as features are more robust and
3. ITERATIVE FEATURE NORMALIZATION

The purpose of the iterative feature normalization (IFN) approach is to successively detect neutral speech from the database and estimate the normalization parameters using only this subset. The goal of the approach is two-fold: to reduce the differences between the neutral subsets across speakers, and preserve the discrimination between emotional and neutral speech.

![IFN algorithm](image)

Figure 2 describes the algorithm. First, acoustic features without any normalization are used to detect expressive speech (neutral versus emotional classes). The observations that are labeled as neutral are used to re-estimate the normalization parameters. As the approximation of the normalization parameters improves, the performance of the detection algorithm is expected to improve, leading to better normalization parameters. The process is repeated until the percentage of files in the emotional database that change labels from successive iterations is lower than a given threshold (e.g., 5%). As discussed in section 5.1, the convergence state of the algorithm is conditioned by the performance of the emotion detection algorithm (Fig. 2). In this paper, this emotion detector is implemented with the neutral model approach described in section 2.1.

Although the IFN framework is implemented in the context of detecting emotional speech using neutral models, the ideas behind the approach can be generalized and extended to other emotion recognition problems.

4. IMPLEMENTATION & EXPERIMENTAL SETUP

4.1. IFN implementation

The IFN approach is implemented in the context of our previous work on emotional speech detection using prosodic features [6]. In that work, the discriminative information of statistics derived from the fundamental frequency contour was analyzed. Seven features were selected to train the neutral models described in section 2.1: the upper (SQ75) and lower quartiles (SQ25), median of the F0 contour (Smedian) and its derivative (SDmedian), interquartile range of F0 derivative (SDiqr), mean of the voiced segment range (SVmeanRange), and maximum value of the voiced segment curvatures (SVmaxCurv). Details about these features are provided in [6]. These are also the features used in the experiments reported here.
Although the approach can be implemented to normalize any aspect of acoustic features, this paper focuses on F0 mean. The fundamental frequency is directly constrained by the structure and size of the larynx [3]. Therefore, the F0 mean presents strong inter-speaker variability [2], which makes it a good candidate to validate the proposed IFN approach. After the fundamental frequency is estimated, it is scaled by the factor $S_{F0}$, as described in section 2.1. The aforementioned statistics are then derived from the scaled F0 contour.

A threshold on the classifier likelihood is used to improve the precision of the neutral subset used to estimate the normalization coefficients. Only observations with likelihood of being neutral higher than a given threshold are used for this purpose. Preliminary analysis suggested that setting this threshold equal to 0.7 yields to enough neutral samples, maintaining an acceptable accuracy rate. This subset was expanded to include enough data for each subject. When the percentage of selected speech files for one subject was lower than 20% (empirically chosen) of his/her samples in the corpus, files with the highest likelihood were added to the set, even when the aforementioned threshold was not satisfied.

### 4.2. Databases and emotion detection classifiers

Similar to the experimental set up used in our previous work [6], three emotional databases are used: USC-EMA [8], EMO-DB [9], and EPSAT [10]. Table 1 gives details about these corpora. The databases are jointly used to train the classifiers. The samples for the various specific emotional classes are considered broadly as emotional.

For the neutral models (Sec. 2.1, Fig. 1), a GMM for each F0 statistic was trained using the Wall Street Journal-based Continuous Speech Recognition Corpus Phase II (WSJ) [11] (see Table 1). The likelihoods of the models are used as features in the classification step. For classification, a Linear Discriminant Classifier (LDC) was implemented to detect emotional from neutral speech.

Since the emotional categories are grouped together, the number of emotional samples is higher than the neutral samples in the three databases above. Therefore, the emotional samples were randomly drawn to match the number of neutral samples (baseline 50%). This process was repeated 400 times. The recognition results presented here correspond to average values over these 400 realizations. Then, the selected samples were split in training and testing sets (70% and 30%, respectively). Notice that the three emotional corpora are considered together. For comparison, a classifier was implemented with LDC using directly the F0 statistics, instead of the likelihood of the GMM neutral models, which is referred to as the conventional scheme.

### 5. RESULTS

Table 2 gives the performance of the emotional speech classifiers using the neutral model and conventional approaches when different normalization schemes are used. For each condition, the overall performance is provided (All). In addition, the results are disaggregated in terms of the emotional databases. Notice that the 3 emotional databases are jointly used for training and testing.

Table 2 shows the performance of the classifiers when the F0 contour is scaled with the actual normalization coefficients (optimal normalization). It also shows the performance when no normalization scheme is used (without normalization). The results show that the accuracy decreases in 12.2% for the neutral model approach, and 6.9% for the conventional approach. This result suggests that feature normalization can serve as a key step in any emotion recognition system.

<table>
<thead>
<tr>
<th>Neutral Model</th>
<th>Conventional scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Optimal Normalization [%]</strong></td>
<td></td>
</tr>
<tr>
<td>Acc</td>
<td>Rec</td>
</tr>
<tr>
<td>All</td>
<td>78.1</td>
</tr>
<tr>
<td>EMA</td>
<td>86.6</td>
</tr>
<tr>
<td>EMO-DB</td>
<td>80.5</td>
</tr>
<tr>
<td>EPSAT</td>
<td>74.9</td>
</tr>
</tbody>
</table>

| **Without normalization [%]** |                           |
| Acc | Rec | Pre | F | Acc | Rec | Pre | F |
| All | 65.9 | 65.1 | 69.0 | 67.0 | 67.7 | 72.8 | 56.6 | 63.7 |
| EMA | 73.9 | 72.7 | 54.2 | 62.1 | 68.7 | 64.5 | 45.8 | 53.6 |
| EMO-DB | 66.1 | 69.7 | 68.3 | 69.0 | 72.4 | 84.8 | 61.0 | 71.0 |
| EPSAT | 63.4 | 63.1 | 72.8 | 67.6 | 66.4 | 72.2 | 58.4 | 64.6 |

| **Global normalization (speaker dependent) [%]** |                           |
| Acc | Rec | Pre | F | Acc | Rec | Pre | F |
| All | 65.8 | 66.2 | 64.4 | 65.3 | 72.1 | 82.2 | 56.4 | 66.9 |
| EMA | 73.6 | 69.1 | 57.5 | 62.8 | 77.2 | 72.4 | 66.7 | 69.4 |
| EMO-DB | 70.7 | 81.8 | 59.8 | 69.1 | 75.4 | 89.6 | 62.5 | 73.6 |
| EPSAT | 62.3 | 63.4 | 67.0 | 65.2 | 69.8 | 83.9 | 52.7 | 64.7 |

| **IFN approach (speaker dependent) [%]** |                           |
| Acc | Rec | Pre | F | Acc | Rec | Pre | F |
| All | 75.6 | 76.6 | 73.7 | 75.1 | 73.3 | 86.7 | 55.0 | 67.3 |
| EMA | 85.2 | 88.5 | 71.1 | 78.8 | 80.8 | 97.8 | 51.9 | 67.8 |
| EMO-DB | 74.1 | 77.9 | 73.9 | 75.8 | 76.8 | 92.7 | 62.8 | 74.8 |
| EPSAT | 72.8 | 74.1 | 74.2 | 74.2 | 70.2 | 83.3 | 54.1 | 65.6 |

Table 2 also shows the performance when normalization parameters are estimated for each speaker using all the samples, including neutral and emotional subsets (global normalization). Since the parameters are estimated for each speaker, the knowledge of the identity of the files is still required (speaker dependent normalization). The accuracy of the system is not improved by this normalization scheme, specially for the neutral model approach. This result indicates that global normalization, which is the most common normalization approach, affects the discriminative power of the acoustic features.

Table 2 and Figure 3 give the results for the proposed IFN approach. At the fifth iteration, the classifier reached the best accuracy, which is only 2.5% lower and 9.8% higher than accuracies achieved by using optimal normalization and global normalization, respectively. Notice that the IFN approach also improves the accuracy of the conventional classifier, which is only 1.3% lower than that achieved with optimal feature normalization. These results show the potential of the proposed IFN approach.

The improvement in the performance for the EMO-DB database is not as impressive as the improvement in other databases. Figure 3-b even shows that the accuracy decreases in early iteration, until it finally converges at 73.6%. This is the database with the lowest average number of samples per speaker (53.5), which may explain this result.

### 5.1. Convergence and stopping criteria

Figure 3-d shows the percentage of labels assigned to the emotional data that are changed from consecutive iterations. As can be seen, after the fifth iteration less than 5% of the labels changed. Furthermore, Figure 3-c indicates that the estimation error, calculated as the average of the absolute difference between the optimal and estimated...
parameters, also converges to a stable value. After some iterations, the detected neutral subset is only slightly modified. These empirically illustrate the convergence potential of the IFN algorithm.

Given that the performance of the expressive speech detection system is not perfect, the IFN approach will only approximate the real values of the normalization coefficients. As a result, the performance of the IFN approach may not reach the upper bound imposed by training the classifier with optimal normalization coefficients.

Fig. 3. Performance of the IFN approach. (a) Accuracy of the emotion detection system, (b) Accuracy of the emotion detection system for each database – iteration 0 gives the accuracy without IFN, (c) Approximation of normalization coefficients, (d) Percentage of files that change emotional labels from previous iteration.

Fig. 4. Performance of the system when the normalization parameters are initialized with the true values. (a) Accuracy of the emotion detection system (b) Approximation of normalization coefficients.

To analyze the convergence of the IFN approach, the normalization parameters were initialized using optimal normalization parameters. The results are given in Figure 4. Figure 4-b shows that the error estimation in the normalization parameters increases because of the misclassification produced by the system. As a result, the algorithm will converge to a suboptimal state yielding lower accuracy (from 78.1% to 74.5%). This result is also observed in Figures 3-b and 3-c. Notice that this accuracy is still 8.7% higher than that achieved with global normalization.

6. CONCLUSIONS

The paper introduced an iterative feature normalization scheme for emotion detection. By iteratively detecting neutral speech and normalizing the acoustic features, the IFN scheme approximates the optimal normalization parameters, which minimizes the differences between the neutral subset of each speaker while still preserving the emotional discrimination conveyed in the speech data. The accuracy of the emotion detection system trained with the IFN approach is only 2.5% lower than the one trained with optimal features normalization parameters, and 9.8% higher than the one trained with global normalization parameters.

One limitation of the IFN approach is that it assumes that the identities of the speakers are known. Depending on the problem, this assumption can be relaxed by estimating the identity using supervised or unsupervised speaker identification. Another direction that we are exploring is the use of this approach in other multi-class emotion recognition tasks. It is expected that this approach will prove to be useful in improving the performance and robustness of broad classes of emotion classifiers.

The results presented in this paper suggest that the IFN approach has the potential to reduce inter-speaker variability. This will move us closer toward cognitive interfaces able to robustly sense the emotional states of the users.
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