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Abstract—Discriminative Training (DT) methods for acoustic modeling, such as MMI, MCE, and SVM, have been proved effective in speaker recognition. In this paper we propose a DT method for GMM using soft frame margin estimation. Unlike other DT methods such as MMI or MCE, the soft frame margin estimation attempts to enhance the generalization capability of GMM to unseen data in case the mismatch exists between training data and unseen data. We define an objective function which integrates multi-class separation frame margin and loss function, both as functions of GMM likelihoods. We propose to optimize the objective function based on a convex optimization technique, semidefinite programming. As shown in our experimental results, the proposed soft frame margin discriminative training with semidefinite programming optimization (SFME-SDP) is very effective for robust speaker model training when only limited amounts of training data are available.

I. INTRODUCTION

Gaussian Mixture Model (GMM) has been widely used as the probabilistic model in most automatic speaker recognition systems [1], and the parameters can be estimated by the EM algorithm under the ML objective. Discriminative training (DT) of GMM has been proved an effective way to improve the performance from ML training, e.g. maximum mutual information (MMI) [2], and minimum classification error (MCE) [3]. An issue with traditional DT approaches is the limited capability of performance gain carry-over from training data to unseen test data. The power to deal with possible mismatches between the training and testing conditions can often be measured by the generalization ability of the machine learning algorithms [4]. To address this, the concept of a large margin classifier has been developed. The support vector machines (SVMs) [4] developed under the concept has demonstrated the generalization ability and has been applied successfully in speaker recognition [5], [6].

Inspired by SVM, recently many attempts have been made to incorporate the principle of large margin into hidden Markov model (HMM) training in automatic speech and language recognition. For speech recognition, a large margin estimation method is proposed to maximize the minimum margin between HMMs [7]. A soft margin estimation of HMMs is proposed to minimize the empirical loss and maximize the separation margin together [8]. Some other attempts, such as LMMCE and Boosted MMI [9], [10], embedded the discriminative margin concept into traditional DT methods. A soft margin estimation is proposed to maximize the minimum margin between GMMs for spoken language recognition [11]. However, to our knowledge, few such attempts have been made in speaker recognition. All of the above have motivated our idea of soft frame margin discriminative training of GMM for speaker recognition.

Convex optimization has been applied successfully to HMM parameter estimation for DT methods. In [12], semidefinite programming (SDP) is used to estimate HMM parameters of a formulated large margin estimation method. In [13], second order cone programming (SOCP) is applied successfully for parameter optimization of formulated large margin estimation method. A convex optimization method is used to jointly optimize the mean and variance of large margin HMMs [14]. All these works have proved that convex optimization is more effective than traditional Extended Baum Welch (EBW) and Generalized Probabilistic Descent (GPD) methods.

In this paper we propose a soft frame margin estimation of GMM with SDP optimization (SFME-SDP) for speaker recognition. The objective function of SFME-SDP integrates the maximization of the frame margins over correct data near decision boundary and minimization of a loss function over error data. We propose to optimize the objective function with the SDP convex optimization method. Also in this paper, we focus on evaluating the proposed SFME-SDP method under the data sparseness condition. We conducted experiments on NTIMIT to evaluate the proposed SFME-SDP approach. The paper is organized as follows. Section 2 describes the concept of SFME of GMM. Section 3 presents the GMM parameter estimation with SDP convex optimization. Section 4 presents experimental setup and results. Finally, conclusions are drawn in section 5.

II. SOFT FRAME MARGIN GMM

Suppose there are $K$ target speakers to be recognized. The training data set consists of a collection of speech segments $D = \{x_n^k; n = 1, 2, \ldots, N, k = 1, 2, \ldots, K\}$, where each speech segment is a sequence of feature vector $x_{nt}^k = \{x_{nt}^k; t = 1, 2, \ldots, T_n\}$. The GMMs for all $K$ speakers are denoted as $\Lambda = \{\lambda_k, k = 1, 2, \ldots, K\}$. The frame level multi-class separation margin of speech segment $x_n^k$ from speaker $k$ is defined as,

$$d(x_n^k) = \frac{1}{T_n} \left[ \mathcal{P}(x_n^k|\lambda_k) - \max_{j \in \Omega, j \neq k} \mathcal{P}(x_n^k|\lambda_j) \right]$$

$$= \min_{j \in \Omega, j \neq k} \frac{1}{T_n} \left[ \mathcal{P}(x_n^k|\lambda_k) - \mathcal{P}(x_n^k|\lambda_j) \right]$$  (1)

where $\Omega$ denotes a set of all speakers, and $\mathcal{P}(x_n^k|\lambda_j)$ denotes the log-domain likelihood scores of speech segment $x_n$ given speaker model $\lambda_j$. From the definition, if $d(x_n^k) \leq 0$, $x_n^k$ is
incorrectly recognized by the GMM set \( \Lambda \); if \( d(X^n_k) > 0 \), \( X^n_k \) is correctly recognized by the GMM set \( \Lambda \). A subset \( S \) of \( \mathcal{D} \) is defined as,

\[
S = \{ X^n_k \mid X^n_k \in \mathcal{D} \text{ and } 0 \leq d(X^n_k) \leq \epsilon \}
\]  

(2)

where \( \epsilon > 0 \) is a pre-set positive number. \( S \) is called support token set and each speech segment \( X^n_k \) in \( S \) is called a support token. Each support token has small positive margin, thus it is correctly identified and near the classification boundary. Furthermore, another subset \( E \) of \( \mathcal{D} \) is defined as:

\[
E = \{ X^n_k \mid X^n_k \in \mathcal{D} \text{ and } d(X^n_k) < 0 \}
\]  

(3)

where \( E \) is called error token set and each speech segment in \( E \) is called an error token. Each error token has negative margin, thus is misclassified. To achieve better generalization power, it is desirable to adjust decision boundaries to make all support tokens as far from the decision boundaries as possible. While maximizing the separation margin, it is desirable to minimize the total error caused by the error token set \( E \). Suppose we define the error function \( \xi(X^n_k) \) for a speech segment \( X^n_k \) in \( E \) as follows:

\[
\xi(X^n_k) = \frac{1}{|\Omega|} \sum_{j \in \Omega} [P(X^n_k|\lambda_j) - P(X^n_k|\lambda_k)]
\]  

(4)

This leads to estimate the GMM models based on the objective of integrating minimum separation frame margin maximization and the average error minimization, which is named as Soft Frame Margin Estimation (SFME):

\[
\tilde{\Lambda} = \arg \min_{\Lambda} \min_{X^n_k \in S} d(X^n_k) + \eta \cdot \frac{1}{|\Omega|} \sum_{j \in \Omega} \xi(X^n_k)
\]  

(5)

where \( \eta > 0 \) is a pre-set positive constant to balance contribution from the minimum margin and the average error.

A margin term \( \rho \) is introduced as a common lower bound to represent the min part of all margin terms in 5. Also it is beneficial to impose a locality constraint on model parameters \( \Lambda \) to ensure that parameters do not deviate too much from their initial or current values. The locality constraint can be quantitatively computed based on relaxed Kullback-Leibler divergence (KLD). As a result, The constrained SFME problem is formulated as a minimization problem,

\[
\tilde{\Lambda} = \arg \min_{\Lambda, \rho} \left[ -\rho + \eta \cdot \frac{1}{|\Omega|} \sum_{X^n_k \in S, j \in \Omega} (P(X^n_k|\lambda_j) - P(X^n_k|\lambda_k)) \right]
\]  

(6)

subject to:

\[
P(X^n_k|\lambda_j) - P(X^n_k|\lambda_k) \leq -\rho \cdot T_n \quad \forall X^n_k \in S \text{ and } j \in \Omega \text{ and } j \neq k
\]  

(7)

\[
\|\Lambda - \Lambda^{(0)}\|_2 \leq \theta^2
\]  

(8)

\[
\rho \geq 0
\]  

(9)

III. PARAMETER ESTIMATION WITH CONVEX OPTIMIZATION

Among all the optimization methods for discriminative training, convex optimization has been proved to be effective. It has been shown that SDP, although has very high computational complexity, is the most successfully convex optimization method for tasks with small model size [12]. In this work we adopt SDP to solve the constrained SFME problem formulated in section II. The standard SDP problem is illustrated as,

\[
\begin{align*}
\text{Minimize} & \quad \sum_{j=1}^{p} C_j \cdot X_j \\
\text{subject to} & \quad \sum_{j=1}^{p} B_{ij} \cdot X_j \leq b_i, \quad i = 1, \cdots, m \\
& \quad X_j \geq 0
\end{align*}
\]  

(10)

(11)

(12)

where \( X_j \geq 0 \) means each variable \( X_j \) is a positive semidefinite matrix. \( B_{ij}, C_j \) are real symmetric matrices with the same dimension as \( X_j, b_i \) is a scalar constant, and \( X \cdot Y \) denotes the inner product of two symmetric matrices.

In our work, we only consider optimizing the mean parameters of GMM and leave other parameters unchanged. The formulation can be extend to deal with other GMM parameters as well. Suppose there are totally \( L \) Gaussian in the model set \( \Lambda \), the normalized mean vector \( \tilde{\mu}_l \) for all \( l \in \{1, \cdots, L\} \) is defined as:

\[
\tilde{\mu}_l = \left( \frac{\mu_{l1}}{\sigma_{l1}}; \frac{\mu_{l2}}{\sigma_{l2}}; \cdots; \frac{\mu_{lD}}{\sigma_{lD}} \right).
\]  

(13)

Then, we construct a matrix \( U \) by concatenating all normalized Gaussian mean vectors as columns:

\[
U = (\tilde{\mu}_1; \tilde{\mu}_2; \cdots; \tilde{\mu}_L).
\]  

(14)

when using the top Gaussian path to approximate the sum of all paths, the approximated GMM likelihood is formulated as,

\[
P(X^n_k|\lambda_j) = c_j - \frac{1}{2} \sum_{t=1}^{T_n} \sum_{d=1}^{D} \frac{(x^n_{ktd} - \mu^d) \cdot (\xi^n_{ktd} - \mu^d)}{\sigma^2_{jd}}
\]  

(15)

\[
= c_j - \frac{1}{2} \sum_{t=1}^{T_n} (\hat{x}^k_{nt} - \tilde{\mu}_{jt})' (\hat{x}^k_{nt} - \tilde{\mu}_{jt})
\]  

\[
= c_j - \frac{1}{2} \sum_{t=1}^{T_n} (\hat{x}^k_{nt}; e_{jt})' (I_D, U)' (I_D, U) (\hat{x}^k_{nt}; e_{jt})
\]  

\[
= -A_j \cdot \hat{Z} + c_j
\]  

where \( p = \{ (j^k)^n, j^k \in \{1, \cdots, L\} \} \) denotes the viterbi Gaussian path for segment \( X^n_k \) and GMM model \( \lambda_j \). \( e_i \) is a vector with \(-1\) at the i-th position, and zero everywhere else. \( I_D \) is D-dimensional identity matrix. \( c_j \) denotes a constant unrelated to model parameters. \( \hat{x}^k_{nt} \) denotes a constant normalized feature vector.
\[
\tilde{x}_{nt}^k := \left( \frac{x_{nt1}^k}{\sigma_{j1}^*}, \frac{x_{nt2}^k}{\sigma_{j2}^*}, \ldots; \frac{x_{ntD}^k}{\sigma_{jD}^*} \right)
\]  
\quad (16)

and

\[
A_j = \frac{1}{2} \sum_{t=1}^{T} (\tilde{x}_{nt}^k; e_{jt})(\tilde{x}_{nt}^k; e_{jt})' \quad (17)
\]

\[
Z = \begin{pmatrix} I_D & U \\ U' & Y \end{pmatrix} \quad Y = U'U. \quad (18)
\]

Similarly the average error in (6), the margin constraint in (7), and the locality constraint in (8) are formulated as,

\[
\mathcal{P}(X_n^k|\lambda_j) - \mathcal{P}(X_n^k|\lambda_k) = A_{kj} \cdot Z - c_{kj} \leq -\rho \cdot T_n \quad (19)
\]

\[
\frac{\eta}{|\mathcal{E}||\Omega|} \sum_{X_n^k \in \mathcal{E}, j \in \Omega} (\mathcal{P}(X_n^k|\lambda_j) - \mathcal{P}(X_n^k|\lambda_k)) = E \cdot Z \quad (20)
\]

\[
\|A - A_0\|^2 = \sum_{l=1}^{c} \sum_{d=1}^{D} (\mu_{ld} - \mu_{ld}^{(0)})^2 \leq Q \cdot Z \quad (21)
\]

where \(A_{kj} = A_k - A_j\), \(E = \sum_{l=1}^{c} \sum_{d=1}^{D} X_n^k \in \mathcal{E}, j \in \Omega A_{kj}\), and \(Q = \sum_{l=1}^{c} (\hat{\mu}_l^{(0)}; \hat{e}_l)(\hat{\mu}_l^{(0)}; \hat{e}_l)'\). To formulate the constrained SFME problem into an SDP problem, all the constraints have to be convex. Then the relaxation is made for the constraint in (18),

\[
Y = U'U \overset{\text{relaxation}}{\rightarrow} Y - U'U \succeq 0 \quad (22)
\]

with which the non-convex constraint due to (18) is relaxed to the convex constraint given \(Z = \begin{pmatrix} I_D & U \\ U' & Y \end{pmatrix} \succeq 0\). Finally the constraint SFME problem is formulated as an SDP problem and named as SFME-SDP,

\[
\hat{\lambda} = \arg\min_{\lambda, \rho} \quad -\rho + E \cdot Z \quad (23)
\]

subject to

\[
A_{kj} \cdot Z + T_n \cdot \rho \leq c_{kj} \quad (24)
\]

\[
\forall X_n^k \in \mathcal{S} \text{ and } j \in \Omega \text{ and } j \neq k \quad (25)
\]

\[
Q \cdot Z \leq \mathcal{L}D_r^2 \quad \text{ (25)}
\]

\[
Z \geq 0, \quad Z_{1; D; 1; D} = I_D, \quad \rho \geq 0 \quad (26)
\]

where locality constraint upper bound \(\theta^2\) in (8) is replaced by \(\mathcal{L}D_r^2\) since the scaled \(r\) is much easier to tune in experiments.

IV. EXPERIMENTS

The NTIMIT corpus is used to evaluate the effectiveness of the proposed SFME-SDP approach for robust speaker model training with sparse training data. A 168 speaker (112 males, 56 females) identification task from NTIMIT, referred to as NTIMIT168, is configured as the test set. In order to conduct parameter tuning and system optimization, a separate development set consisting of 38 speakers is used as our development set, which is referred to as NTIMIT38. For each speaker in both the NTIMIT168 and the NTIMIT38 tasks, 8 utterances are used for training, and 2 utterances are used for evaluation. The average duration of each test segment is about 3 seconds.

An SDP optimization problem is formulated based on the proposed SFME-SDP approach, open source convex optimization software DSDP [15] is used for the optimization of the formulated problem. All the system trainings are performed on the NTIMIT38 development set. The system parameters are tuned towards achieving the best performance on NTIMIT38 evaluation data. Then the tuned parameter settings are directly carried over to the NTIMIT168 test set to set up the system using NTIMIT168 training data, the performance of which on NTIMIT168 evaluation data is referred to as test performance. First, MFCC features are generated as the front-end for all systems. Then the GMM-UBM baseline system described in [1] is trained. The GMM-UBM baseline ID accuracy on NTIMIT38 development set is 80.26%. With the GMM-UBM baseline being used as the seed model, GMM speaker models based on the proposed SFME-SDP are trained and named as GMM-SFME-SDP. To compare the proposed SFME-SDP with other similar approaches, MMI and SVM are also evaluated. Similar to the GMM-SFME-SDP system, the GMM-MMI system is trained with the use of the GMM-UBM baseline as the seed model. For SVM training as described in [16], SVMTorch is used to train the SVM classifier. Gaussian kernel is used for the SVM classifier. We fine-tuned the GMM-MMI and SVM systems to achieve the best performance.

In this experiment, we slightly modify the selection of support token set defined in (2). The support token set is selected by including the top \(N\) correctly identified data closest to the decision boundary instead of the use of \(c\). Also, we realize that instead of imposing constraints in (24) for all other competing speakers to the SFME-SDP problem, it is sufficient to include those for the top \(M\) most confusable speaker candidates. Then we fine-tuned the three critical parameters: \(N\), \(M\), and \(r\). Table I illustrates the effect of \(M\) on the GMM-SFME-SDP system ID accuracy, based on which \(M\) over 10 does not give any further gain. Table II shows the system performance for various \(N\) settings. Finally locality constraint threshold \(r\) is tuned based on the optimal top \(N\) and top \(M\) values, which is shown in Table III. System comparison is illustrated in Figure 1. Given limited data, all systems improve the development data performance over the GMM-UBM baseline, while GMM-MMI performance drops quickly. Among all the systems GMM-SFME-SDP significantly outperforms the other...
TABLE I
GMM-SFME-SDP SYSTEM PERFORMANCE WITH VARIOUS TOP M SETTINGS FOR NTIMIT38 DEVELOPMENT SET

<table>
<thead>
<tr>
<th>M</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID accuracy (%)</td>
<td>82.90</td>
<td>84.21</td>
<td>84.21</td>
</tr>
</tbody>
</table>

TABLE II
GMM-SFME-SDP SYSTEM PERFORMANCE WITH VARIOUS TOP N SETTINGS FOR NTIMIT38 DEVELOPMENT SET

<table>
<thead>
<tr>
<th>N</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>81.58</td>
<td>84.21</td>
<td>82.90</td>
</tr>
</tbody>
</table>

TABLE III
THE EFFECT OF LOCALITY CONSTRAINT THRESHOLD r ON GMM-SFME-SDP SYSTEM ID ACCURACY FOR NTIMIT38 DEVELOPMENT SET

<table>
<thead>
<tr>
<th>r</th>
<th>0.02</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>84.21</td>
<td>86.84</td>
<td>84.21</td>
<td>85.22</td>
<td>84.90</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of GMM-MMI, SVM, and GMM-SFME-SDP: SVM is not iterative approach, only one iteration SVM training is performed.

TABLE IV
SYSTEM COMPARISON OF GMM-MMI, SVM, AND GMM-SFME-SDP ON NTIMIT168 TEST SET

<table>
<thead>
<tr>
<th></th>
<th>GMM-MMI</th>
<th>SVM</th>
<th>GMM-SFME-SDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID accuracy (%)</td>
<td>66.9</td>
<td>64.8</td>
<td>70.2</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

In this paper we proposed the SFME method for speaker recognition. We introduced the SDP convex optimization for the formulated SFME problem. The proposed SFME-SDP methods greatly outperform other discriminative training methods such as MMI under data sparseness condition. We realized more experiments with SVM system is needed before we compare the SFME-SDP and SVM. Following this work we will set up SVM identification system based on the pairwise one-versus-one method, and even the hybrid GMM/SVM system. Also we will evaluate the proposed SFME-SDP method under sufficient training data condition. Other future works include refining the proposed SFME method with frame and utterance selection, and investigating other convex optimization techniques.
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