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ABSTRACT
We analyze the performance of a direction-of-arrival (DOA) estimation scheme based on overcomplete signal representation in this paper. We formulate the problem as a support recovery problem with joint sparsity constraints and analyze it in a hypothesis testing framework. We derive both upper and lower bounds on the probability of error by using Chernoff bound and Fano’s inequality, respectively. The lower bound implies that the minimal number of samples necessary for accurate DOA estimation is proportional to the logarithm of the discretization level for arbitrary isotropic sensor arrays. We apply the upper bound to study the effect of noise. For uniform linear array (ULA) with only one source, the upper bound exponent indicates that the optimal overcomplete representation is achieved by uniform partition of the wave number space instead of the DOA space.
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1. INTRODUCTION
Recent reformulation of source localization by overcomplete signal representation demonstrates the supper-resolution power of sparse signal processing algorithms. In [1], the authors transform the process of source localization using sensor arrays into estimating the spectrum of a sparse signal by discretizing the parameter manifold. This sparse signal reconstruction based method exhibits super-resolution in DOA estimation compared with traditional techniques such as beamforming, Capon, and MUSIC [2]. Since the basic model employed in [1] applies to several other important problems in signal processing (see [3] and references therein), the principle of overcomplete signal representation by discretization is readily applicable to those cases.

We reformulate the basic problem of this sparse signal reconstruction based method as one of support recovery with joint sparsity constraints. The DOA estimation for sensor arrays aims at estimating the parameter \( \hat{\theta} \) in the following model:

\[
y(t) = A(\hat{\theta}) \tilde{x}(t) + w(t), \quad t = 1, 2, \ldots, T, \tag{1}
\]

where \( y(t), \tilde{x}(t), w(t) \) are sensor measurements, source signal amplitudes and additive noises, respectively. The steering matrix \( A(\hat{\theta}) = [a(\hat{\theta})_1 \ldots a(\hat{\theta}_K)] \), where \( \hat{\theta} = [\hat{\theta}_1 \ldots \hat{\theta}_K] \) is the vector of source DOAs, and \( a(\cdot) \) is the transfer vector function [3]. To estimate \( \hat{\theta} \), D. Malioutov et al. [1] discretize the parameter manifold and assume that the true DOAs \( \{\theta_1, \ldots, \theta_K\} \) are among the grid points \( \{\tilde{\theta}_1, \ldots, \tilde{\theta}_N\} \). Then model (1) can be rewritten as

\[
y(t) = A(\theta) x(t) + w(t), \quad t = 1, 2, \ldots, T, \tag{2}
\]

where \( \theta = [\theta_1 \ldots \theta_N]' \), \( x_n(t) = \tilde{x}_k(t) \) when \( \tilde{\theta}_k = \tilde{\theta}_n \) and zero otherwise. Then estimation of DOAs is equivalent to the recovery of the common support for \( \{x(t)\}_{t=1}^T \). Therefore, model (2)’s ability of exact support recovery is key to the effectiveness of the method. However, the performance measures on sparse signal recovery of most existing work, e.g. [4], [5], are concerned with bounds on various norms of the difference between the true signals and their estimates for a particular recovery algorithm. The performance of traditional DOA estimation algorithms based on Maximum Likelihood Estimation is usually measured by the Cramér-Rao bound [3], which is also not fitting here because of the discretization procedure. With joint sparsity constraints, a natural measure of performance would be model (2)’s potential for correctly identifying the true common support, and an algorithm’s ability to achieve this potential. Therefore, we propose using the probability of error as a performance measure for support recovery and derive bounds that reveal the intrinsic ability of system (2) in signal recovery.

The paper is organized as follows. In Section II, we introduce the mathematical model and relevant assumptions. Section III is devoted to derivation of upper bounds, its application to ULA, and analysis of noise effect. In Section IV, an information theoretic lower bound is given by using Fano’s inequality, and a necessary condition is derived guaranteeing a vanishing probability of error. The paper is concluded in Section V.
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2. MODELS AND ASSUMPTIONS

We introduce the mathematical model studied in this paper. Suppose \{x(t) ∈ CN\}_{t=1}^T are jointly sparse signals with a common support \(S\); that is, only a few components of \(x(t)\) are non-zero and the index sets corresponding to these non-zero components are the same for all \(t = 1, \ldots, T\). The common support \(S = \text{supp}(x(t))\) has known size \(K\).

For measurement model \(2\), we assume that the vectors \(\{x(t) \in CN\}_{t=1}^T\), formed by the non-zero components of \(x(t)\), follow i.i.d. complex Gaussian distribution \(CN(0, I_K)\). Suppose we have \(M\) sensors and the columns of steering matrix \(A(θ) \in CM \times N\) are specified by samples of a transfer vector function \(a(·)\). The additive noises \(w(t) \in CM\) follow i.i.d. \(CN(0, σ^2 I_M)\). Note that assuming unit variance for signals losses no generality since only the ratio of signal variance to noise variance appears in all subsequent analysis.

We start our analysis for general transfer vector function \(a(·)\). We assume throughout the paper that every \(M \times M\) submatrix of \(A(θ)\) is non-singular, a property referred as non-degenerateness. We henceforth consider a set of fixed grid points and denote \(A(θ)\) by \(A\) for simplicity.

Clearly the support \(S\) of \(x(t)\) reveals the DOAs for source signals. Model \(2\)’s performance in DOA estimation is degenerate. We henceforth consider a set of fixed grid points and denote \(A(θ)\) by \(A\) for simplicity.

3. UPPER BOUND ON PROBABILITY OF ERROR

In this section, we first review the derivation of the Chernoff bound [6] on the probability of error for our support recovery problems. Detailed proofs for theorems can be found in [7, 8]. We then analyze the effect of noise and derive bound exponent for ULA with one source.

3.1. Upper bound for general steering matrix

Under model \(2\) and the assumptions, the observation \(Y = [y(1) \cdots y(T)]\) follows a complex matrix variate Gaussian distribution \(Y | S \sim CN_{M,T}(0, Σ_S \otimes I_T)\) with \(Σ_S = A_S A_S^† + σ^2 I_M\), when the true support is \(S\) [9]. Here \(A_S\) denotes the submatrix of \(A\) formed by its columns indicated by \(S\) and \(I_M\) is the identity matrix of dimension \(M\).

The binary support recovery problem of deciding the true support between two candidate supports \(S_1\) and \(S_2\) is equivalent to a linear Gaussian binary hypothesis testing problem with equal prior probability:

\[
\begin{align*}
H_0 : Y &\sim CN_{M,T}(0, Σ_{S_1} \otimes I_T) \\
H_1 : Y &\sim CN_{M,T}(0, Σ_{S_2} \otimes I_T)
\end{align*}
\]

For notation convenience, we henceforth denote \(Σ_{S_i}\) by \(Σ_i\).

The optimal decision rule with minimal probability of error for (3) is given by the likelihood ratio test [6]. The application of Chernoff bound yields an upper bound on the probability of error \(P_{err}\):

\[
P_{err} ≤ \frac{1}{2} e^{μ(\frac{1}{2})} = \frac{1}{2} \exp \left[-T \log \left(\frac{H_{1,2}^{1/2} + H_{2,1}^{-1/2}}{2}\right)\right]
\]

where \(μ(·)\) is the log-moment-generating function of the likelihood ratio, and \(H_{1,2} = Σ_1^{1/2} Σ_2^{-1} Σ_1^{1/2}\).

Note that the tightest bound for \(P_{err}\), is obtained by minimizing \(μ(s)\) w.r.t. \(s\). However, due to the difficulty of finding the minimizer, we have taken \(s = \frac{1}{4}\) in the Chernoff bound (4), which turns out to be a good bound in most cases.

The numbers of eigenvalues of \(H_{1,2}\) that are equal to 1, less than 1 and greater than 1, as well as the values of the later, play a significant role. Thus, we present the following two propositions on the eigenvalue structure of \(H_{1,2}\) [7]:

**Proposition 1** Suppose \(k_1 = |S_1 ∩ S_2|, k_0 = |S_1 \backslash S_2|, k_1 = |S_2 \backslash S_1|\) and \(M ≥ k_0 + k_1\), where we use \(|·|\) to denote the size of a finite set and \(S_0/S_1\) is the set of elements that are in \(S_0\) but not in \(S_1\); then \(k_0\) eigenvalues of \(H_{1,2}\) are greater than 1, \(k_1\) less than 1, and \(M - (k_0 + k_1)\) equal to 1.

**Proposition 2** The sorted eigenvalues of \(H_{1,2}\) that are greater than one are lower bounded by the corresponding eigenvalues of \(H_{1,0} + RR^†/σ^2\), where \(R\) is the \(k_0 × k_0\) submatrix at the lower-right corner of the upper triangle matrix in the QR decomposition of \([A_{S_1 ∩ S_2}, A_{S_1 \backslash S_2}, A_{S_2 \backslash S_1}]\); and upper bounded by the corresponding eigenvalues of \(H_{1,0} + A_{S_1 \backslash S_2} A_{S_1 \backslash S_2}^†/σ^2\).

For binary support recovery with \(|S_1| = |S_2| = K\) and \(k_0 = k_1 = k_1\), we have:

**Proposition 3** The probability of error for the binary support recovery problem is bounded by

\[
P_{err} \leq \frac{1}{2} \left(\frac{κ_{S_1,S_2}}{κ_{S_1,S_2}/16}\right)^{−k_0 T/2},
\]

where \(κ_{S_1,S_2}\) is the geometric mean of the eigenvalues of \(H_{1,2} = Σ_1^{1/2} Σ_2^{-1} Σ_1^{1/2}\) that are greater than one.

Now we turn to analyze the probability of error for the multiple support recovery problem. Under the equal prior probability assumption, an application of the union bound gives an upper bound on the probability of error associated with the optimal MAP estimator [6]. For its proof, please refer to [7].

**Theorem 1** If \(κ \triangleq \min_{i≠j} \{κ_{S_i,S_j}\} > 4 [K (N - K)]^+,\) then the probability of error for the full support recovery problem is bounded by

\[
P_{err} \leq \frac{1}{2} \left(\frac{K (N - K) (κ/4)^2}{1 - K (N - K) (κ/4)^2}\right)^{−T}.
\]
We note that increasing the number of temporal samples can force the probability of error to 0 exponentially fast as long as $\lambda$ exceeds the threshold $4K(N - K)^{-\frac{1}{2}}$. The final bound (6) is of the same order as the probability of error when $k_d = 1$. The probability of error $P_{err}$ is dominated by the probability of error in cases for which the estimated support differs by only one index from the true support, which are the most difficult cases for the decision rule to make a choice.

### 3.2. Effect of noise

We now present a corollary on the effect of noise:

**Corollary 1** For binary and multiple support recovery problems with support size $K$, suppose $M \geq 2K$; then there exists constant $c > 0$ that depends only on the steering matrix $A$ such that

$$1 + \frac{c}{\sigma^2} \leq \lambda \leq 1 + \frac{M}{\sigma^2}. \quad (7)$$

This corollary implies from (5) and (6) that

$$\lim_{\sigma^2 \to 0} P_{err} = 0 \quad (8)$$

and the speed of convergence is approximately $(\sigma^2)^{k_dT}$ and $(\sigma^2)^T$ for the binary and multiple cases, respectively.

**Proof:** According to Proposition 2, for any fixed $S_i, S_j$, the eigenvalues of $H_{i,j} = \Sigma_i^{1/2} \Sigma_j^{-1} \Sigma_i^{1/2}$ that are greater than 1 are lower bounded by those of $I_{kd} + R R^T / \sigma^2$; hence we have inequality

$$\lambda_{S_i,S_j} \geq |I_{kd} + R R^T / \sigma^2|^{1/k_d} \geq 1 + \frac{1}{\sigma^2} \left( \sum_{i=1}^{k_d} r_{ii}^2 \right)^{1/k_d} \quad (9)$$

where $r_{ii}$ is the $i$th diagonal element of $R$. Since $A$ is non-degenerate, $[A_{S_i \setminus S_i}, A_{S_j \setminus S_i}, A_{S_j \setminus S_j}]$ is of full rank and $r_{ii}^2 > 0, 0 \leq l \leq k_d$ for all $S_i, S_j$. Defining $c$ as the minimal value of $(\sum_{l=1}^{k_d} r_{ii}^2)^{1/k_d}$ over all possible support pairs $S_i, S_j$, we then have $c_1 > 0$ and

$$\tilde{\lambda} \geq 1 + \frac{c}{\sigma^2}. \quad (10)$$

On the other hand, the upper bound on the eigenvalues of $H_{i,j}$ in Proposition 2 yields

$$\tilde{\lambda} \leq 1 + \frac{M}{\sigma^2}. \quad (11)$$

All other statements in the theorem follows immediately from (5) and (6).

Corollary 1 suggests that in the limiting case that there is no noise, $M \geq 2K$ is sufficient to recover a $K$-sparse signal. Our results also shows that the optimal decision rule, which is unfortunately inefficient in computation, is robust to noise.

### 3.3. Uniform linear array

In this subsection, we bound $\tilde{\lambda}$ for ULAs with only one source. It is hard to obtain the exact expression of $\tilde{\lambda}$ or even reasonable approximations for general $K$.

Suppose that $M$ sensors are located uniformly along the $x$-axis with the $x$-coordinate for the $m$th sensor $(m - \frac{M+1}{2})d$,

where $d$ is the distance between adjacent sensors. Then the transfer vector function is

$$a(\phi) = e^{-i \omega_c (m - \frac{M+1}{2}) d \cos \phi}, \quad (12)$$

where $\omega_c$ is the carrier frequency for the narrow band source signals.

In the case of only one source, the QR decomposition in Proposition 2 becomes trivial and we obtain for $S_i = \{i\}$ and $S_j = \{j\}$:

$$R^2 = M \left[ 1 - (a(\theta_i) a(\theta_j) / M)^2 \right]. \quad (13)$$

Therefore, further algebraic manipulation yields

$$\tilde{\lambda} \geq 1 + \frac{1}{\sigma^2} M \left[ 1 - \max_{i \neq j} \sin^2 \left( \frac{M \omega_c d \Delta_{ij}}{2} \right) \right] \quad (14)$$

with $\Delta_{ij} = \cos(\theta_i) - \cos(\theta_j)$.

This lower bound on $\tilde{\lambda}$ has several implications. Since $\Delta_{ij}$ can get close to 2 when the range of DOA is $(0, \pi)$, in order to avoid ambiguity we impose the constraint $\omega_c d \leq \pi$, which is equivalent to that $d$ is less than half wavelength. We also note that the maximization in (14) is achieved by adjacent grid points. To make the lower bound as large as possible, we should choose grid points $(\theta_n)_{n=1}^N$ such that $\Delta_{ij}$ is constant for adjacent grid points. Hence, it is a better strategy to discretize uniformly the wave number space than the DOA space.

### 4. AN INFORMATION THEORETICAL LOWER BOUND ON PROBABILITY OF ERROR

In this section, we derive an information theoretical lower bound on the probability of error for any decision rule in the multiple support recovery problem. Suppose that we have a random vector $Y$ with $L$ possible densities $f_0, \ldots, f_{L-1}$. Then by Fano’s inequality [10], [11], the probability of error for any decision rule to identify the true density is lower bounded by

$$P_{err} \geq 1 - (\beta + \log 2) / \log L, \quad (15)$$

where $\beta = \frac{T}{2L^2 \sigma^2} \sum_{i,j} D_{KL}(f_i \| f_j)$ is the average of the Kullback-Leibler divergence between all pairs of densities.

Since in the multiple support recovery problem, all the distributions involved are matrix variate Gaussian distributions with mean $0$ and different variance, a direct computation gives the expression of $\beta = \frac{T}{2L^2} \sum_{i,j} \| \text{tr}(H_{i,j} - M) \|_F^2$, where $H_{i,j} = \Sigma_i^{1/2} \Sigma_j^{-1} \Sigma_i^{1/2}$.

Invoking Proposition 1 and the second part of Proposition 2, we derive an upper bound on the average Kullback-Leibler divergence

$$\beta \leq \frac{T}{2L^2 \sigma^2} \sum_{i=0}^{L-1} \sum_{k_d=1}^{K} \left( \begin{array}{c} K \\ K - k_d \end{array} \right) \left( \begin{array}{c} N - K \\ k_d \end{array} \right) \times \sum_{n \in S_i \setminus S_j} \| a(\theta_n) \|_2^2. \quad (16)$$
Under the narrowband signal assumption and narrowband array assumption, the transfer vector function for isotropic sensor arrays always has norm $\sqrt{M}$ [2]. Hence, we obtain

$$\beta \leq MTK(1 - K/N)/(2\sigma^2).$$  \hspace{1cm} (17)

We conclude with the following theorem:

**Theorem 2** Under the narrowband signal assumption and narrowband array assumption, suppose we have an isotropic sensor array and $M \geq 2K$, then for the multiple support recovery problem, the probability of error for any decision rule is lower bounded by

$$P_{err} \geq 1 - \frac{MTK(1 - K/N)}{2\sigma^2 \log \left(\frac{N}{K}\right)} + o(1).$$  \hspace{1cm} (18)

An immediate consequence is a necessary condition on the number samples for a vanishing probability of error:

**Corollary 2** With the same setup as in Theorem 2, in order to let the probability of error $P_{err} < \varepsilon$ with $\varepsilon > 0$ for any decision rule, the number of measurements must satisfy the following:

$$MT \geq (1 - \varepsilon)2\sigma^2 \log(N/K) + o(1).$$  \hspace{1cm} (19)

Note that Theorem 2 is most strong when the number of sources is small, which is usually the case in the practice of radar and sonar. Our result shows that the number of samples is lower bounded by $\log N$ in this case. Note that $N$ is the number of intervals we use to divide the whole range of DOA; hence, it is a measure of resolution. Therefore, the number of samples needs to increase only in the logarithm of $N$, which is very desirable. The symmetric roles played by $M$ and $T$ are also desirable since $M$ is the number of sensors and is expensive to increase. As a consequence, we simply increase the number of samples to achieve a desired probability of error as long as $M$ is greater than $2K$.

5. CONCLUSION

We analyzed the performance for overcomplete signal representation based DOA estimation method. We reformulated the DOA estimation problem as one of support recovery problem and analyzed it in a hypothesis testing framework. We derived bounds on the probability of error for the support recovery problem. We applied these bounds to study the effect of noise, to find the best discretization method, and to determine minimal number of samples needed for a pre-specified recovery accuracy. We found that discretizing the wave number space is a better strategy than discretizing the DOA space. The minimal number of samples necessary for accurate support recovery is proportional to the logarithm of the number of partitions in the parameter space.
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